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Abstract

Extraction of invariant features is the core of Face Recognition Systems (FRS). This work proposes a novel feature extractor-fusion scheme using two powerful feature descriptor known as Gabor Filters (GFs) and Histogram of Oriented Gradient (HOG), which the face image is filtered with the multiscale multiresolution Gabor filter bank to generate multiple Gabor magnitude images (GMIs), then the down-sampled GMIs and apply Histogram of Oriented Gradient to form the features. The experimental results on the FERET face database show the effectiveness of our methods.
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1. Introduction

Because of the strong demand for public security in recent years, camera networks of intelligent surveillance have been distributed all over the world. Many new issues are raised [1, 2]. As one of the key technologies of intelligent surveillance, face recognition in surveillance has attracted growing interests [3-4].

Face recognition has become a popular area of research in computer vision and one of the most successful applications of image analysis and understanding [5]. It has received significant attention, especially during the past few years. Many methods of face recognition have been proposed during the past 30 years. Face recognition is such a challenging yet interesting problem that it has attracted researchers, neuroscientists and psychologists. It is due to this fact that the literature on face recognition is vast and diverse [6]. A general statement of the problem of machine recognition of faces can be formulated as follows: Given still image of a scene, identify or verify one or more persons in the scene using a stored database of faces [7].

Due to the nice mathematical property of Gabor function and its analogy to the biological mechanism, 2D Gabor filter has been widely used in face recognition. Gabor-based features have achieved excellent performance on the FERET database [8]. However, Gabor-based features all treated the multiple outputs of different Gabor filters separately and just stacked the features of each output together. The stacking procedure multiplies the feature dimension, leading to extremely high feature dimension, which imposes high computation and storage load.

In this paper, a novel Gabor-HOG feature extractor, which greatly reduces the feature dimension and retains the high performance, is proposed to overcome the problems caused by high feature dimension. Moreover, there is a biological motivation that orientation plays an important role in visual perception.

The paper is organized as follows. In Section 2, we briefly review some feature extractors, whose results are compared in this paper. The fusion algoritm is presented in Section 3 and the experiments are explained in Section 4. Finally, Section 5 presents conclusions.

2. Feature Extractors

This section briefly describes feature extractors used in the present work for face recognition studies.
2.1. Gabor Features

The frequency and orientation representations of Gabor filters are similar to those of the human visual system and they have been found to be particularly appropriate for texture representation [9]. Gabor filters have been widely used in pattern analysis applications [9-10]. The most important advantage of Gabor filters is their invariance to illumination, rotation, scale, and translation. Furthermore, they can withstand photometric disturbances, such as illumination changes and image noise.

A 2D Gabor function \( g(x,y) \) and its Fourier transform \( G(u,v) \) are as follows:

\[
g(x,y) = \frac{1}{2\pi\sigma_x\sigma_y} \exp \left\{ -\frac{1}{2} \left( \frac{x^2}{\sigma_x^2} + \frac{y^2}{\sigma_y^2} \right) + 2\pi j W x \right\}
\]

(1)

\[
G(u,v) = \exp \left\{ -\frac{1}{2} \left( \frac{(u-w)^2}{\sigma_u^2} + \frac{v^2}{\sigma_v^2} \right) \right\}
\]

(2)

With \( \rho_u = 1/2\pi \sigma_x \) and \( \rho_v = 1/2\pi \sigma_y \),

\[
g_{mn}(x,y) = a^{-m} g(x',y')
\]

(3)

Where, \( a > 1; x' = a^{-m}(x \cos \theta + y \sin \theta) \) and \( y' = a^{-m}(y \cos \theta - x \sin \theta) \), \( \theta = n\pi/N \), for \( m = 0,1, \ldots, M-1 \) and \( n = 0,1, \ldots, N-1 \), \( M \) is the number of resolutions and \( N \) is the number of orientations.

The selection of parameters for the GF is a crucial issue. In the experiment, orientation \( n \) and scale \( m \) as determining parameters are selected using method introduced by Moreno et al [11]. Four orientations are used to capture the edge and texture and \( n \) nine scales are used to capture the scale at which the image is viewed. Using the above parameters, we get a 36-dimensional texture feature vector of each image.

2.2. HOG Features

Histogram of Oriented Gradients (HOG) [12] is inspired on Scale-Invariant Feature Transform (SIFT) descriptors proposed by [13]. To compose HOG, the cell histograms of each pixel within the cell casts a weighted vote, according to the gradient \( L2 \)-norm for an orientation-based histogram channel.

The HOG descriptor is similar to SIFT (Scale-invariant feature transform) [12]. HOG descriptor is acquired through the following four steps. 1) Gradient calculation, 2) Histogram of gradient by cells, 3) Contrast normalize over overlapping spatial blocks, 4) Obtaining HOG descriptor. The first step to compute HOG vectors is also similar to that presented for POEM descriptors.

As described in the work [14, 15], the first step in extracting POEM or HOG features is the computation of the gradient image. The gradient orientation of each pixel is then evenly discretized over \( 0 - \pi \) (unsigned representation) or \( 0 - 2\pi \) (signed representation). Thus, at each pixel, the gradient is a 2D vector with its original magnitude and its discretized direction.

The gradient consists of the convolution of two masks \( \text{Mask}_x \) and \( \text{Mask}_y \) in each direction (for example \([-1\ 0\ 1]\) and \([-101]\)), that corresponds to \( x \) and \( y \) directions [15].

The gradient in pixel \((x,y)\) in the image \( I \) can be expressed as convolution of the masks with the original image:

\[
G_x(x,y) = \text{Mask}_x \ast I(x,y)
\]

(4)

\[
G_y(x,y) = \text{Mask}_y \ast I(x,y)
\]

(5)

The magnitude of gradient in each pixel \((x, y)\) is calculated by the formula:

\[
G(x,y) = \sqrt{(G(x,y)_x)^2 + (G(x,y)_y)^2}
\]

(6)

The corresponding direction is calculated by:

\[
\theta = \cos^{-1}\left(\frac{G(x,y)_x}{G(x,y)}\right)
\]
\[
\phi(x,y) = \arctan \left( \frac{G(x,y)_x}{G(x,y)_y} \right)
\]  

(7)

As described in the majority of works treating HOG, POEM parameters, the gradient orientation of each pixel is then evenly discretized over 0-\(\pi\) (unsigned representation) or 0-2\(\pi\) (signed representation) [15]. At each pixel, the gradient is a 2D vector with its original magnitude \(G(x, y)\) and its discretized directions \(\phi(x, y)\). The second step consists of quantizing the gradient direction in \(m\) orientations using the following equation:

\[
\theta(x,y) = \frac{\phi(x,y)}{\pi/m} \text{ Or } \theta(x,y) = \frac{\phi(x,y)}{(2\pi/m)}
\]  

(8)

In this work the histogram channels are calculated over rectangular cells (i.e. R-HOG) by the computation of unsigned gradient. The cells overlap half of their area, meaning that each cell contributes more than once to the final feature vector. In order to account for changes in illumination and contrast, the gradient strengths were locally normalized, i.e. normalized over each cell. The HOG parameters were adopted after a set of experiments performed over the training data set. The higher Area Under Recall-precision Curve, computed over the validation data set, was achieved by means of 9 rectangular cells and 9 bin histogram per cell. The nine histograms with nine bins were then concatenated to make a 81-dimensional feature vector.

3. Fusion Algorithm

In this section, we present our proposed face-recognition system, which is composed of different parts as shown in Figure 1.

There are main steps in our proposed face representation with Gabor-HOG feature:

a) Filter the face image with the Gabor filter bank and calculate the magnitudes of the complex responses, aiming to obtain the Gabor magnitude images.

b) Compute Histogram of oriented gradient based on the Gabor magnitude images.

3.1. Face Database

Face databases are characterized by many criteria such as: facial expressions face zooming or scale (s), the time interval (T) of the various catching sessions of photographs for the same individual, pose and illumination conditions.

Among the public databases available on the Internet, we have chosen to adopt the most popular one which are: Color FERET [16]. The FERET face image database is a result of the FERET program, which was sponsored by the US Department of Defense through the DARPA program. It has become a standard database for testing and evaluating state-of-the-art face recognition algorithms. Color FERET contains totally, 11338 pictures (face) that was obtained by photographing 994 subjects from different angles, during 15 sessions in the period from 1993 to 1996. SMALL sized directory images of FERET database is about 256 x 384 pixels and the files are PPM (Portable Pixel Map). Different Color FERET partitions are used in this work: Fb(1,195 samples with expression variation), Fc(194 samples with lighting variation), Dup.1(722 samples with 0-34 months of time interval), with Fa(1,196 samples).

3.2. Histogram Matching

Since the Gabor-HOG feature is a sequence of histograms, the histogram intersection is applied as the similarity measure for histogram matching (HM). The histogram intersection is defined as:

\[
s(h_1, h_2) = \sum_{i=1}^{N} \min \{ h_1(i), h_2(i) \}
\]

(9)

Where \(h_1\) and \(h_2\) are two histograms, \(h_1(i)\) and \(h_2(i)\) are \(i^{th}\) bin of \(h_1\) and \(h_2\) respectively, and \(N\) is the number of histogram bins.
4. Experiments

A large scale experimental study has taken place in order to perform useful conclusions towards the recognition performance of Gabor-HOG feature extractor on the FERET database.

From the above results, it can be observed that our proposed system outperforms over all existing face recognition system based on Gabor Filter, using the Color FERET database for
reference. Best performances are observed by combining Gabor filters and Gradient of Oriented Histogram to form feature for face recognition.

5. Conclusion

In this paper we have presented in this paper a novel feature extractor (Gabor-HOG) greatly reduces the feature dimension relative to other Gabor-based features while retains the high recognition performance. The procedure of our proposed feature extractor is very simple, which makes it very efficient to compute.

For future work, we propose to make comparison with other feature extractor like POEM and LBP, etc. other metric of similarity and classifier like SVM could be investigated to improve the recognition rate.
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