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ABSTRACT

Academic performance of students has been a concern worldwide. Despite efforts made by educational institutions there has been a rise in poor academic performance. In our research study we have proposed a model to pre-determine the academic performance of students using a Radial Basis Function network (RBFN) using primary data. The proposed model has been developed by using algorithms like differential evolution (DE) and teaching learning based optimization (TLBO). This model can be used by academic institutions to identify the academically weaker students and take preventive steps to reduce the number of academic failures.
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1. INTRODUCTION

Data mining techniques have been used in the field of education since several years. Educational data mining has been used to do several tasks like academic performance prediction, curriculum designing, student modeling based on behavior, analyzing the learning patterns of students and investigating the academic datasets to discover patterns in the data [1, 2]. Academic performance prediction is one of the most interesting applications of educational data mining. It involves analyzing students’ academic, non-academic data and using classification, prediction models or regression models to pre-determine how a particular student might perform in the upcoming examination [3, 4]. Accurate determination of academic results would enable the stakeholders to take appropriate measure and reduce academic failures. Several researchers have been conducted to predict academic performance of students.

The students’ data used by researchers consisted of different types of attributes. Academic performance prediction has been done using past CGPA of students [5]. Some researchers have used psychometric attributes of students for determining the student grades [6]. In-depth analysis has been done using academic and demographic attributes like social background, family support etc. [7, 8]. Attributes like internet access patterns have a profound impact on academic performance and can be used for the classification/predictive models [9, 10]. Researchers have used feature selection algorithms to remove irrelevant students’ attributes from the dataset [11-13]. Algorithms like information gain, correlation based feature selection and relief based feature selection are used to identify the most important set of features of students’ datasets. Different classification algorithms are used by researchers for generating the academic performance determination model. Decision tree algorithm has been used for the classification model [14].
Support vector machines, neural network and naïve Bayesian classifiers are the most popular classification algorithms in this domain and have been used by several researchers [15-17]. The problem with the existing academic performance determination models is as follows:

a) Academic performance determination models were built using classification models which did not give very accurate results in pre-determining academic results of students.

b) The datasets of students used in different research works often consisted of student attributes randomly without much analysis.

c) Many of the attributes of students’ dataset were often non numeric in nature. Most data mining algorithms cannot work on non numeric data and hence these attributes were not considered for student grade prediction.

In this research work we have proposed a model that aims to handle the above shortcomings. We have used optimization algorithms to enhance the classification model. The dataset used for this study was decided after an indepth analysis on the attributes of the student dataset. The non numeric attributes were converted into a form so that it could be used in data mining algorithms without losing valuable information contained in them. The paper is organised as follows: Section 2 describes the research method used to obtain the proposed model. Section 3 discusses the result obtained and its implication. Section 4 concludes the paper.

2. RESEARCH METHOD

2.1. Data Collection

The first step of the study consisted of collecting real students’ data from engineering students of Biju Patnaik University and KIIT University. A lot of deliberation was done as to what should be the attributes of student dataset incorporated for the study. Detailed literature review was also done to find out student attributes used for academic performance prediction. Feature selection algorithms were used to find out the significant features in [18]. A detailed discussion was held with the parents, professors, placement officers and students. Finally the following attributes were included in the study as shown in Table 1.

<table>
<thead>
<tr>
<th>Table 1. The Attributes of the Student Dataset</th>
</tr>
</thead>
<tbody>
<tr>
<td>Student Attributes</td>
</tr>
<tr>
<td>Internal Grade</td>
</tr>
<tr>
<td>Attendance Percentage</td>
</tr>
<tr>
<td>Internet Usage Hours (weekly)</td>
</tr>
<tr>
<td>Study pattern: Daily or Before exam only approach</td>
</tr>
<tr>
<td>Previous backlogs (in any semester)</td>
</tr>
<tr>
<td>Participation in extra curricular activities</td>
</tr>
<tr>
<td>Division secured in Secondary</td>
</tr>
<tr>
<td>Division secured in higher secondary</td>
</tr>
<tr>
<td>Financial/family or health issues affecting studies</td>
</tr>
<tr>
<td>Past semester CGPA</td>
</tr>
</tbody>
</table>

The data was collected from 209 students of Biju Patnaik University and KIIT University. Out of the 209 students questionnaire only 9 were incomplete and 200 were included in the study.

2.2. Conversion of Non Numeric Attributes Into Dummy Variables

Since most attributes were categorical (non numeric) in nature there was a need to convert the data attributes into a format so that it could be used as an input for classification algorithms. While some researchers ignore the non numeric variables others substitute the categorical values with numbers. For example the attribute ‘Participation in extra curricular activities’ can have two values: ‘frequently’ or ‘rarely’. So the value frequently could be substituted with 1 and the value rarely could be substituted with value 2. However this approach could bias the classification algorithm towards values ‘frequently’ since it has a higher value substituted numerically than the value ‘rarely’. This approach often makes the classification models biased towards particular values and reduces the accuracy of these models.

We used the concept of dummy variables [19] which converts categorical attributes into a format suitable for classification algorithm without introducing bias. Table 2 demonstrates how a categorical attribute can be handled by introducing dummy variables for each attribute.
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Table 2. Showing Introduction of Dummy Variables

<table>
<thead>
<tr>
<th>Original Dataset Attribute: Participation in extra curricular activities</th>
<th>Converted categorical attribute: Participation in extra curricular activities frequently/rarely</th>
</tr>
</thead>
<tbody>
<tr>
<td>Attribute: Study Pattern</td>
<td>Attribute: Frequently</td>
</tr>
<tr>
<td>Frequently</td>
<td>1</td>
</tr>
<tr>
<td>Rarely</td>
<td>0</td>
</tr>
<tr>
<td>Frequently</td>
<td>0</td>
</tr>
<tr>
<td>Frequently</td>
<td>0</td>
</tr>
</tbody>
</table>

The Table 2 shows the introduction of dummy attributes: ‘Participation in extra curricular activities Frequently’ and ‘Participation in extra curricular activities: Rarely’. For each attribute value a 0 or 1 is assigned. Hence for each data instance 0 or 1 value will be added for each dummy attribute added. The number of dummy attributes will depend upon the number of values a categorical attribute would have. For example the attribute study pattern has two values: ‘daily’ and ‘before exam’. Hence two dummy attributes are introduced replacing the attribute study pattern.

2.3. RBF as a Classifier

Radial Basis Function are a class of neural network introduced by Broomhead and Lowe [20] and are now increasingly used by different researchers as an improved alternative to multilayer neural networks. The structure of RBFN consists of an input layer, a hidden layer and an output layer. The input layer consists of source nodes to feed the n dimensional input vector. The hidden layers are responsible for applying a linear transformation on input data using radial function and the output layer which implements linear transformation on the hidden layer output. The architecture of RBFN is displayed in Figure 1.

![Figure 1. The architecture of RBFN](image)

Each of the neurons of the hidden layer is used to keep the centers for the RBFN and applies the radial basis function on the center and the input data. We have used the Gaussian function as the radial basis function. The width of the bell curve of the Gaussian function is determined by the parameter called spread. Hence the output of the ith hidden neuron with center $\emptyset_i$ and spread $\mu_i$.

$$\emptyset_i(x) = \exp\left(\frac{||x-\mu_i||^2}{2\sigma^2}\right)$$  \hspace{1cm} (1)

The output layer consists of the same number of units as the number of classes. We have divided the output class into three categories of students’ academic performance: poor, average and outstanding. Therefore there are three units in the output layer of the RBFN. These output units are called activations and are multiplied with the weight of the links from the hidden layer to the output layer as shown in (2).

$$y_{net} = w_0 + \sum_{i=1}^{N} w_i e^{\frac{-(||x-\mu_i||^2}{2\sigma^2})}$$  \hspace{1cm} (2)
The classification performance of the RBFN highly depends upon the selection of center and spread of each neuron in the hidden layer. The best performance would be obtained if every instance in the training could be used as a center and the spread is calculated based on the average Euclidean distance from center to examples in training set. As the data set is huge it is not possible to use all instances as centers, hence a limited amount of selected instances are used for hidden neurons.

The most naïve way of using a RBFN classifier is to randomly select some centers and calculate the spread, however this method gives varying levels of accuracy of the classification model. Therefore we optimized the centers and spreads using the evolutionary algorithms.

2.4. Optimization Algorithms

Optimization techniques are used for selection of the best element based on some criterion from a set of variety of elements available. Optimisation algorithms are able to produce the best solution. Many of these evolutionary optimization techniques are inspired from biological processes like reproduction, mutation etc [21]. We have used the Teaching Learning based Optimisation techniques (TLBO) and the differential evolution methods for optimizing the center and spread of our proposed model based on the RBFN classification.

TLBO: The TLBO algorithm is proposed by Rao and Vakharia [22]. It is based on how a student improves his/her performance in the class. The student not only learns from the teacher but also from his classmates and this enables to improve the overall performance of the students in the class. TLBO simulates this behavior of teachers and learners inside a classroom. The algorithm consists of two phases: the teaching phase and the learner phase. The group of students inside the classroom are called the population, result is the objective function, the teacher is the best solution, different subjects are the design variable. The design variables are the parameters of the objective function which has to be optimized. The best solution is the best value of the objective function. In TLBO the objective function is taken as the error value between 0 and 1 and hence the effort is to reduce or minimize the objective function.

\[ TF = \text{round} \left( 1 + \text{rand} \left( 0, 1 \right) \right) \]  

(3)

\[ Y_{i, t+1} = Y_{i, t} + \text{rand} \left( 0, 1 \right) \times ( \text{Teacher} - TF \times \text{Mean} ) \]  

(4)

Where, TF is teaching function with a value either 1 or 2 and is randomly selected by the algorithm and \( \text{Mean} \) is the mean value attribute wise. The following is the algorithm for teaching learning based optimization.

<table>
<thead>
<tr>
<th>Algorithm: Teaching Learning Based Optimization</th>
</tr>
</thead>
<tbody>
<tr>
<td>1. Generate an initial population randomly. ( (Y_i, I = 1, 2...N) )</td>
</tr>
<tr>
<td>2. Evaluate the objective function for each member</td>
</tr>
<tr>
<td>3. Until the termination criterion is not met</td>
</tr>
<tr>
<td>3.1. Find the best teacher</td>
</tr>
<tr>
<td>3.2. ( Y_{\text{new}, i} = \text{Difference Mean} )</td>
</tr>
<tr>
<td>3.3. Calculate the objective function for ( Y_{\text{new}, i} )</td>
</tr>
<tr>
<td>3.4. if ( f(Y_{\text{new}, i}) &gt; f(Y_i) ) then</td>
</tr>
<tr>
<td>3.5. ( Y_i = Y_{\text{new}, i} )</td>
</tr>
<tr>
<td>3.6. For ( i = 1 ) to ( N ) do</td>
</tr>
<tr>
<td>3.7 Select two students ( Y_j ) and ( Y_k ) randomly</td>
</tr>
<tr>
<td>3.8 if ( f(Y_j) &gt; f(Y_k) ) then</td>
</tr>
<tr>
<td>3.9. Obtain new solution ( Y_{\text{new}, i} ) using Eq.5</td>
</tr>
<tr>
<td>3.10 if ( f(Y_j) &gt; f(Y_k) ) then</td>
</tr>
<tr>
<td>3.11. ( Y_i = Y_{\text{new}, i} )</td>
</tr>
<tr>
<td>4. find the best value</td>
</tr>
</tbody>
</table>

For minimizations:

If \( f(Y_{i, t}) \) is less than \( f(Y_{i, t}) \)

\[ Y_{i, t+1} = Y_{i, t} + \text{rand} \left( 0, 1 \right) \times ( Y_{i, t} - Y_{i, t} ) \]  

(5)

If \( f(Y_{j, t}) \) is less than \( f(Y_{i, t}) \)
\[ X_{i,t+1} = Y_{i,t} + \text{rand}(0,1) \cdot (Y_{j,t} - X_{i,t}) \quad (6) \]

DE: We have also used the differential evolution which is one of the most famous differential evolutionary algorithms proposed by Storn and Price [23]. The algorithm consists of mutation, combination and selection steps which continue till the termination criteria are met. The DE algorithm is as follows:

**Algorithm: Differential Evolution Optimization**

1. Set the generation number \( G = 0 \)
2. while (end criterion is not met) do
   2.1. **Mutation**
      2.1.1. select three random indices \( s1, s2, s3 \)
      2.1.2. calculate \( v_{i,G+1} = x_{s1,G} + F(x_{s2,G} - x_{s3,G}) \)
   2.2. **Recombination**
      2.2.1. for every attribute in dataset
      2.2.2. if \( CR \) is better than or equal to random probability or index \( == \) random integer with range \( D \)
      2.2.3. then assign that attribute of \( v \) to \( u \)
      2.2.4. if \( CR \) better than random probability and index different to random integer with range \( D \)
      2.2.5. then assign that attribute of \( x \) to \( u \)
   2.3. **Selection**
      2.3.1. create a copy of input matrix, \( mat1 \), and replace the \( x \) value with \( v \)
      2.3.2. if accuracy of \( mat1 \) is greater than accuracy of original matrix
      2.3.3. return \( mat1 \)
      2.3.4. else
      2.3.5. return original matrix

The output of mutation goes as an input to the process of recombination. In the process of recombination, a value \( u \) is generated with the help of the main input (\( x \)) and the mutated output(\( v \))[24]. This process uses random comparisons to generate the value of \( u \), which is either a part of \( x \) or \( v \) i.e. the attribute of the output is either that of \( x \) or of \( v \). The output is calculated by the following process:

\[
u_i(t + 1) = \begin{cases} v_{ip}(t + 1) & \text{if } \text{rand} \leq c_r \text{or } (i = \text{rand}(\text{ind})) \\ x_{ip}(t + 1) & \text{if } \text{rand} > c_r \text{and } (i \neq \text{rand}(\text{ind})) \end{cases} \quad (7)
\]

c\(_r\) is the crossover constant [25]. If the child instance created or the trial vector has higher fitness function than the parent will be replaced.

**Figure 2. Our approach for developing the proposed model**
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The proposed model was created by evaluating and selecting the best model amongst the three models as shown in Figure 2. The RBFN classification model optimized with TLBO had the best classification accuracy.

Since RBF network performs best when optimized with TLBO, hence it is used for identifying the students who might fail in the upcoming examination. Accurate identification would enable educational institutions and students to take measures and remedial steps like bridge classes, increase in study hours etc. This might help to reduce the number of academic failures and improves the educational system.

3. RESULTS AND ANALYSIS

This section presents the experimental results of the proposed work and compares it with the traditional approach used so far. The data consisted of 10 attributes of students each and after the converting the attributes into dummies there were a total of 26 attributes. We have used classification accuracy to evaluate the classification model. The results of experiments have been demonstrated in Figure 3.

Figure 3. Classification accuracy of the optimised model for academic performance determination vs the traditional approach

The results clearly indicate that RBFN classification model built through our proposed model performs better the traditional approach. The existing models of determining academic performance of students do not use optimization techniques to fine tune the classification model. In our approach optimization techniques were used with RBFN classification model. Our proposed model uses two optimization techniques to find the best set of centers and spread for the RBFN. The accuracy of the classification model is highest when it is optimized with teaching learning based optimization model. We also evaluated the model with the Root mean square errors for each model and are shown in Table 3.

<table>
<thead>
<tr>
<th>Classification model used</th>
<th>RMSE</th>
</tr>
</thead>
<tbody>
<tr>
<td>RBFN without optimisation</td>
<td>0.2821</td>
</tr>
<tr>
<td>RBFN optimized with TLBO</td>
<td>0.2319</td>
</tr>
<tr>
<td>RBFN optimized with DE</td>
<td>0.2382</td>
</tr>
</tbody>
</table>

The error of the classification model using RBFN using TLBO was least when optimized with TLBO. Different set of experiments were conducted with 20, 40, 60, 80 and 100 iterations for the optimization techniques. Both TLBO and DE perform the best with around 40 iterations as shown in Figure 4. The RBFN model optimized with TLBO performs best with 40 iterations compared to all other models. The experimental results show a significant improvement in academic performance determination using our approach of optimizing the RBFN classification model compared to the previous approaches used by other researchers. Hence, this proposed model can be used by academic institutions to make accurate predictions about the students that might underperform in examinations and also gives them time to take appropriate remedial steps.
4. CONCLUSIONS

This paper focuses on building an accurate classification model for determining the students’ performance in a teaching learning environment like a classroom. The study was conducted on primary data. Selected student attributes were collected and used with a RBFN model. Optimisation algorithms were used for selecting the center and spread of RBFN model. Our proposed model consists of the RBFN optimized with TLBO and outperforms other classification models. This model when used by academic institutions can improve the teaching learning process. It helps academic institutions to take remedial steps in advance for students, who are indicated by the classification model as potential candidates for academic failures.
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