Retinal blood vessel segmentation from retinal image using B-COSFIRE and adaptive thresholding
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ABSTRACT

Segmentation of blood vessels (BVs) from retinal image is one of the important steps in developing a computer-assisted retinal diagnosis system and has been widely researched especially for implementing automatic BV segmentation methods. This paper proposes an improvement to an existing retinal BV (RBV) segmentation method by combining the trainable B-COSFIRE filter with adaptive thresholding methods. The proposed method can automatically configure its selectivity given a prototype pattern to be detected. Its segmentation performance is comparable to many published methods with the advantage of robustness against noise on retinal background. Instead of using grid search to find the optimal threshold value for a whole dataset, adaptive thresholding (AT) is used to determine the threshold for each retinal image. Two AT methods investigated in this study were ISODATA and Otsu’s method. The proposed method was validated using 40 images from two benchmark datasets for retinal BV segmentation validation, namely DRIVE and STARE. The validation results indicated that the segmentation performance of the proposed unsupervised method is comparable to the original B-COSFIRE method and other published methods, without requiring the availability of ground truth data for new dataset. The Sensitivity and Specificity values achieved for DRIVE and STARE are 0.7818, 0.9688, 0.7957 and 0.9648, respectively.

1. INTRODUCTION

It is projected that diabetes cases worldwide will see a steady rise in the near future which in turn will increase the cases of diabetic retinopathy (DR). DR is an ocular disease affecting diabetic patients which could lead to total blindness if the patients are not given timely treatment. To decrease the risk of total blindness, many hospitals worldwide are now monitoring diabetic patients for any DR symptoms via routine retinal screening. This results in a large number of retinal images to be diagnosed by ophthalmologists. A computer-assisted retinal diagnosis system can be developed to assist the ophthalmologists in performing a more efficient and accurate retinal diagnosis when dealing with large number of retinal images.

One of the crucial steps in a computer-assisted retinal diagnosis system is accurate detection of RBVs from a retinal image, or referred to as RBV segmentation. By analysing the RBV structures produced by segmentation algorithm, ophthalmologists can detect and diagnose a number of ocular diseases such as Diabetic Retinopathy, macular degeneration and glaucoma. Techniques for automatic segmentation of RBVs have been a major research topic in retinal image processing field. Reviews of current techniques for this
purpose have been comprehensively summarised by Fraz [1] and recently by Almotiri [2]. These techniques can be generally divided into two main categories, namely supervised and unsupervised methods. Supervised methods require manually segmented RBVs image to be available for training models to be used later to classify pixels. Unsupervised methods on the other hand does not need to have a prior training session, but use rule-based methods to identify vessel pixels against background pixels. Some of the available techniques include kernel-based method [3]-[5], vessel tracking method [6], [7], mathematical morphology-based method [8], [9], multi-scale method [10]-[12], machine learning method [13]-[16] and model-based method [17], [18].

B-COSFIRE, stands for Bar-selective Combination of Shifted Filter Responses, is an efficient method to segment RBV from digital fundus images [19]. The resulting segmented vessel tree (VT) with B-COSFIRE for both DRIVE and STARE datasets demonstrated the method’s capability to accurately detect main VT on fundus images. The method is also robust against the noise from non-vessel structures on the retinal image background compared to other existing segmentation methods. Of all the published methods so far, B-COSFIRE method demonstrated its superiority in the efficiency of segmenting RBVs from a retinal image compared to other published techniques [19]. The method only takes approximately six seconds on average to produce the final segmented vessel output image with images from DRIVE and STARE. This lends the method well to real-time applications of BV segmentation in retinal image diagnosis system. The method could also be tailored to suit mobile computing in the future which requires low computational load and short processing time. While the method has a relatively large number of parameters to be determined for each dataset to process, this can be resolved by using the parameter estimation method proposed by Vostatek in [20].

In this study, the effectiveness of using adaptive thresholding with B-COSFIRE filter to binarize the grayscale image was investigated. Threshold value was originally determined using grid search by Azzopardi [19], which requires availability of ground truth image. The threshold value was systematically adjusted and optimal value was selected as the value that maximized a chosen segmentation performance metric called MCC for all the images in a dataset. By using adaptive thresholding, we can eliminate the need to empirically determine a threshold value for each new dataset to process which requires ground truth data. Two adaptive thresholding methods were investigated in this study, namely ISODATA and Otsu’s method. The following Section 2 describes the background of B-COSFIRE method and how it performs RBV detection on retinal image. The mechanism of the two adaptive thresholding methods are also described in Section 2 followed by the overview of the proposed method in combining adaptive thresholding with B-COSFIRE method. Experimental results of the proposed method validated on DRIVE and STARE dataset are presented in Section 3 and the conclusion in Section 4.

2. RESEARCH METHOD

2.1. Overview

A number of pre-processing steps are applied to the original color retinal image before B-COSFIRE filter is applied to obtain the vessel-enhanced gray image output. In order to produce the final binary image of the VT, adaptive thresholding is applied on B-COSFIRE output image. An overview of the proposed method is illustrated in the Figure 1.

![Figure 1. Overview of proposed method](image)

2.2. Pre-processing

Green channel image displays the best contrast between retinal vessels and the retinal background [1] compared to either red or blue channels in an RI, thus it is extracted in the first step of pre-processing. Secondly, the contrast around the bright retinal region in the Field of View (FOV) against the dark background is smoothed using Soares’s method [5] which involves detecting the FOV boundary, and then dilating it by replacing every pixel value just outside the border with the mean value of the pixels in its 8-neighbourhood that are inside the FOV. This step is repeated for 20 times and then, the dilated image is
contrast-adjusted using contrast-limited adaptive histogram equalization (CLAHE) algorithm [21]. The resulting image will be the input to the next step, B-COSFIRE filter.

2.3. B-COSFIRE

B-COSFIRE is a novel bio-inspired filter that can be used to learn line patterns from an image signal [4]. It is a trainable filter in the sense that the filter’s selectivity can be specified by providing a prototype pattern for the filter to detect. For application in RBV segmentation, a bar structure is used as the prototype pattern to configure the filter’s selectivity towards vessel structures which are bar-shaped. The filter configuration involves the convolution of Difference of Gaussian (DoG) filter with the synthetic bar pattern in the prototype, followed by analyzing local maximum DoG responses along a specified number of concentric circles. Blurred and shifted responses of the filter are also considered to allow for some tolerance to preferred position of the prototype pattern. A DoG function can be represented by DoG(x,y) in equation 1 [19].

$$\text{DoG}_\sigma(x,y) = \frac{1}{2\pi\sigma^2}\exp \left( -\frac{(x^2+y^2)}{2\sigma^2} \right) - \frac{1}{2\pi(0.5\sigma)^2}\exp \left( -\frac{(x^2+y^2)}{2(0.5\sigma)^2} \right)$$ (1)

where (x,y) is the pixel position in an image I, and \(\sigma\) is the standard deviation of the Gaussian function that determines the extent of the surround. The inner Gaussian function of the DoG has the value 0.5 where \(\sigma_i\) is the standard deviation of the DoG filter with the strongest response, while \((\rho_i,\phi_i)\) are the polar coordinates with respect to the center point. These set of 3-tuples are denoted by \(S = \{(\sigma_i,\rho_i,\phi_i)|i = 1, \ldots, n\}\) with \(n\) representing the number of DoG responses considered. The DoG responses at the determined positions are used to calculate the B-COSFIRE output. The responses are first blurred to allow for some position tolerance of the points. Blurring is performed by computing the maximum value of weighted thresholded DoG responses whereas weighting is achieved by multiplying the responses of DoG filter with the coefficients of a Gaussian function whose standard deviation \(\sigma'\) is a linear function of the distance \(\rho\) from the filter’s support center

$$\sigma' = \sigma_{i0} + \alpha\rho_i$$ (3)

where both \(\sigma_{i0}\) and \(\alpha\) are constants. Next, each blurred DoG response is shifted by a distance \(\rho_i\) going towards the opposite \(\phi_i\) direction, meeting at the support center. The shift vectors are \(\Delta x_i = -\rho_i \cos \phi_i \) and \(\Delta y_i = -\rho_i \sin \phi_i\). The ith blurred and shifted response of the DoG filter is denoted by

$$s_{\sigma_i,\rho_i,\phi_i}(x,y) = \max_{x',y'}\{c_\sigma(x - \Delta x_i - x', y - \Delta y_i - y')G_\sigma(x', y')\}$$ (4)

where \(-3\sigma' < x', y' < 3\sigma'\). The output of a B-COSFIRE filter is then defined as the weighted geometric mean of all the blurred and shifted DoG responses corresponding to the set of tuples \(S\):

$$r(S) = \left(\prod_{i=1}^{n} (s_{\sigma_i,\rho_i,\phi_i}(x,y))^{\omega_i} \right)^{\frac{1}{\sum_{i=1}^{n} \omega_i}}, \quad \omega_i = \frac{\rho_i^2}{\sigma^2}$$ (5)

where \(|.|\) denotes thresholding the B-COSFIRE filter response at \(t\) value \(0 \leq t \leq 1\) of the maximum response. At this point, the filter is selective to the shape and orientation of the bar specified in the prototype pattern. To configure for selectivity to the same pattern at different orientations, the original orientation of the
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bar in the prototype pattern can be rotated at regular intervals to obtain a new set of 3 tuples \( R_\psi(S) \) with different orientations \( \psi \):

\[
R_\psi(S) = \{(\sigma_i, \rho_i, \phi_i + \psi)| (\sigma_i, \rho_i, \phi_i) \in S\}
\]  

(6)

With filters’ selectivity now configured for multiple orientations, the responses of B-COSFIRE filters with different orientation are merged and the maximum value at every location \( (x,y) \) are taken to produce the overall response:

\[
\hat{r}_S(x, y) = \max_{\psi \in \Psi} \left\{ r_{R_\psi(S)}(x, y) \right\}
\]  

(7)

where \( \Psi \) is a set of \( n_r \) regular interval orientations defined as \( \Psi = \{\frac{\pi}{n_r} i | 0 \leq i \leq n_r\} \). To detect vessel endings, a new B-COSFIRE filter with a prototype that depicts the vessel endings, i.e. only the upper half portion of the bar prototype in the previous filter, is configured. This vessel ending filter is referred to as asymmetric filter and the previous filter as symmetric filter. The final response is obtained by adding the responses of both symmetric and asymmetric filters before it is rescaled back to the original grayscale levels.

In this work, the published B-COSFIRE parameters for DRIVE and STARE dataset by the original authors in [19] were used. The original B-COSFIRE method specified a thresholding parameter \( t \) to be determined using grid search for each specific dataset to binarize the output of the method as per Equation 5. In this study, two AT methods were investigated to automatically determine the optimal threshold \( t \) which will eliminate the needs for (i) ground truth data and (ii) iterative search for optimal segmentation threshold for new datasets. Figure 2 show samples of retinal images from DRIVE and STARE database with their corresponding pre-processed images and B-COSFIRE filter responses.

![Figure 2](image)

*Figure 2. (a), (d) Sample retinal images with their corresponding (b), (e) pre-processed images and (c), (f) B-COSFIRE responses for DRIVE (Row 1) and STARE (Row 2)*

2.4. Adaptive Thresholding (AT)

We investigated two AT methods to determine the optimal threshold value for binarizing the B-COSFIRE method’s output. First is the Otsu’s method, which is widely used for segmentation of region of interests in an image [22]. The method assumes that every image consists of only two classes of pixels, namely the background pixels and the foreground pixels. To perform image segmentation into the two classes, the method chooses a threshold value based on the variance of the two classes. The other AT algorithm considered is ISODATA method [23]. This method relies on the assumption that the optimal threshold for image binarization is the average of the mean of of the two classes. ISODATA is an iterative method that starts with using the mean image for initialization to calculate the initial threshold, since the mean of the two classes are not initially known. The initial threshold will then be used to determine the next threshold value in search for the optimal value. The step is repeated until there are no significant changes in...
the threshold value or until a certain number of iterations is completed. These two methods were applied to the gray image output of B-COSFIRE filters $f(x,y)$ used to determine the threshold $t$ in Equation 5. The final output is the binary image resulting from thresholding the B-COSFIRE filters responses using the threshold $t$.

2.5. Performance Measurement

To quantify the segmentation performance, total number of true positive (TP), false positive (FP), true negative (TN) and false negative (FN) pixels are calculated for each binary output image by comparing it to the manually segmented image. Using these values, a number of metrics normally used for segmentation performance measurement are then calculated. To compare the performance of the proposed method to the original B-COSFIRE method, the Accuracy (Acc), Sensitivity (Sn), Specificity (Sp), and Matthew’s Correlation Coefficient (MCC) as defined below are calculated:

$$\text{Acc} = \frac{TP + TN}{N}, \text{Sn} = \frac{TP}{TP + FN}, \text{Sp} = \frac{TN}{TN + FP}$$

$$\text{MCC} = \frac{(TP/N) - TP/N \times TP}{\sqrt{TP/N \times TP/N \times (1 - TP/N) \times (1 - TP/N)}}$$ \hspace{1cm} (8)

where $N = TN + TP + FN + FP$, $TPN = \frac{TP + FN}{N}$ and $TPP = \frac{TP + FP}{N}$. Sensitivity measures the ability of the method to successfully detect vessel pixels while specificity measures the ability to detect non-vessel pixels. MCC is a metric to normally measure performance of binary classifiers in the cases where the two classes are not balanced, like in this case with RBV segmentation where the number of vessel pixels is far less than the number of non-vessel pixels. In addition to these 4 metrics, another metric called G-mean proposed in [24] is calculated and defined as:

$$G - \text{mean} = \sqrt{\text{Sn} \times \text{Sp}}$$ \hspace{1cm} (9)

G-mean value of 1 indicates perfect segmentation while 0 indicates totally wrong prediction. It is a good choice of measure that incorporates both Sensitivity and Specificity into a single measure.

3. RESULTS AND ANALYSIS

For validation, the proposed method was used to segment retinal images from two publicly available retinal image databases, namely DRIVE [25] and STARE [26]. 20 images from the test set for DRIVE database and all 20 images in STARE database were used. Table 1 summarises the segmentation performance of the proposed method compared to original B-COSFIRE published in [19].

<table>
<thead>
<tr>
<th>Database</th>
<th>Method</th>
<th>Acc</th>
<th>Sn</th>
<th>Sp</th>
<th>MCC</th>
<th>G-mean</th>
</tr>
</thead>
<tbody>
<tr>
<td>DRIVE</td>
<td>Original B-COSFIRE</td>
<td>0.9442</td>
<td>0.7655</td>
<td>0.9704</td>
<td>0.7475</td>
<td>0.8619</td>
</tr>
<tr>
<td></td>
<td>B-COSFIRE &amp; Otsu</td>
<td>0.9450</td>
<td>0.6743</td>
<td>0.9851</td>
<td>0.7362</td>
<td>0.8150</td>
</tr>
<tr>
<td></td>
<td>B-COSFIRE &amp; ISODATA</td>
<td>0.9456</td>
<td>0.6939</td>
<td>0.9829</td>
<td>0.7413</td>
<td>0.8259</td>
</tr>
<tr>
<td>STARE</td>
<td>Original B-COSFIRE</td>
<td>0.9467</td>
<td>0.7716</td>
<td>0.9701</td>
<td>0.7335</td>
<td>0.8652</td>
</tr>
<tr>
<td></td>
<td>B-COSFIRE &amp; Otsu</td>
<td>0.9511</td>
<td>0.7093</td>
<td>0.9791</td>
<td>0.7262</td>
<td>0.8334</td>
</tr>
<tr>
<td></td>
<td>B-COSFIRE &amp; ISODATA</td>
<td>0.9507</td>
<td>0.7245</td>
<td>0.9769</td>
<td>0.7284</td>
<td>0.8413</td>
</tr>
</tbody>
</table>

Comparing Otsu and ISODATA across the metrics in Table 1, it seemed that ISODATA outperformed Otsu except for the Specificity value. Thus, it is fair to conclude that ISODATA works better than Otsu in determining the threshold value for binarizing the B-COSFIRE filter output. It can also be seen from the table that using AT resulted in increase of Accuracy and Specificity values for both DRIVE and STARE database. However, for both databases, Sensitivity value which represent the method’s ability to detect vessel pixels decreases, when using Otsu or ISODATA for thresholding. This is because both AT methods provide threshold values that are slightly higher than the optimized threshold determined using grid search method in original B-COSFIRE. This translates to lesser true positives segmented by ISODATA thresholding for most images, as illustrated in Figure 3(c), (g) and (h) where the output from AT method using ISODATA have detected vessels that are narrower in width and with lesser small vessels compared to...
the output obtained with optimized threshold in Figure 3(a), (e) and (f), respectively. However, there are also cases where ISODATA thresholding, as shown in Figure 3(d), detects more true positive pixels compared to optimized threshold shown in Figure 3(b).

![Figure 3](image)

**Figure 3.** Sample vessel output images (a), (b), (e), (f) using original B-COSFIRE and (c), (d), (g), (h) using B-COSFIRE with ISODATA from the DRIVE database (top row) and STARE database (bottom row).

To increase the sensitivity value for ISODATA thresholding method, the threshold value determined by the AT method was reduced by 20%, a value determined empirically. Qualitative comparison of the output between original ISODATA threshold and the reduced ISODATA threshold is shown in Figure 4. It can be seen that with decreased threshold value, more vessel pixels are detected in the form of enlarged main vessels and detection of additional smaller vessels. The improvement is also evident in the quantitative results summarised in Table 2. By using the decreased threshold value, as predicted the sensitivity values for both DRIVE and STARE databases increased along with an increase in G-mean values. When compared to the original B-COSFIRE results, the results obtained with decreased threshold value achieved better performance across three performance metrics namely Accuracy, Sensitivity and G-mean. However, the method’s performance in detecting non-vessel pixels decrease slightly compared to original B-COSFIRE which could be due to slight increase in the number of false positive pixels.

![Figure 4](image)

**Figure 4.** Comparison of vessel outputs using (a), (e) ISODATA threshold, (b), (f) reduced ISODATA threshold for DRIVE (Row 1) and STARE (Row 2) databases. (c), (d), (g) and (h) are the enlarged red boxes in (a), (b), (e) and (f) respectively.
Table 2. Performance results of the proposed B-COSFIRE with Reduced Threshold (B-COSFIRE +ISODATA(R)) compared to original B-COSFIRE and other published methods

<table>
<thead>
<tr>
<th>Method</th>
<th>DRIVe Acc</th>
<th>DRIVe Sn</th>
<th>DRIVe Sp</th>
<th>STARE G Acc</th>
<th>STARE G Sn</th>
<th>STARE G Sp</th>
<th>STARE G</th>
</tr>
</thead>
<tbody>
<tr>
<td>Unsupervised</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Original B-COSFIRE [19]</td>
<td>0.9442</td>
<td>0.7655</td>
<td>0.9704</td>
<td>0.8619</td>
<td>0.9467</td>
<td>0.7716</td>
<td>0.9701</td>
</tr>
<tr>
<td>B-COSFIRE &amp; ISODATA</td>
<td>0.9456</td>
<td>0.6939</td>
<td>0.9829</td>
<td>0.8259</td>
<td>0.9507</td>
<td>0.7245</td>
<td>0.9769</td>
</tr>
<tr>
<td>B-COSFIRE &amp; ISODATA (R)</td>
<td>0.9436</td>
<td>0.7818</td>
<td>0.9688</td>
<td>0.8703</td>
<td>0.9471</td>
<td>0.7957</td>
<td>0.9648</td>
</tr>
<tr>
<td>Mendonca [8]</td>
<td>0.9463</td>
<td>0.7344</td>
<td>0.9764</td>
<td>0.8468</td>
<td>0.9479</td>
<td>0.9496</td>
<td>0.9730</td>
</tr>
<tr>
<td>Fraz [9]</td>
<td>0.9430</td>
<td>0.7152</td>
<td>0.9768</td>
<td>0.8358</td>
<td>0.9442</td>
<td>0.7311</td>
<td>0.9680</td>
</tr>
<tr>
<td>Martinez-Perez [12]</td>
<td>0.9344</td>
<td>0.7246</td>
<td>0.9655</td>
<td>0.8364</td>
<td>0.9410</td>
<td>0.7506</td>
<td>0.9569</td>
</tr>
<tr>
<td>Supervised</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Asl [13]</td>
<td>0.7428</td>
<td>0.9732</td>
<td>0.8502</td>
<td>0.7419</td>
<td>0.9706</td>
<td>0.8486</td>
<td></td>
</tr>
<tr>
<td>Orlando [18]</td>
<td>0.7897</td>
<td>0.9684</td>
<td>0.8745</td>
<td>0.7680</td>
<td>0.9738</td>
<td>0.8648</td>
<td></td>
</tr>
<tr>
<td>Marin [14]</td>
<td>0.9452</td>
<td>0.7067</td>
<td>0.9801</td>
<td>0.8322</td>
<td>0.9526</td>
<td>0.6944</td>
<td>0.9819</td>
</tr>
<tr>
<td>Soares [5]</td>
<td>0.9466</td>
<td>0.7332</td>
<td>0.9782</td>
<td>0.8469</td>
<td>0.9480</td>
<td>0.7207</td>
<td>0.9747</td>
</tr>
<tr>
<td>Fraz [16]</td>
<td>0.9480</td>
<td>0.7406</td>
<td>0.9807</td>
<td>0.8522</td>
<td>0.9534</td>
<td>0.7548</td>
<td>0.9763</td>
</tr>
<tr>
<td>Strisciuglio [15]</td>
<td>0.9454</td>
<td>0.7777</td>
<td>0.9702</td>
<td>0.8686</td>
<td>0.9534</td>
<td>0.8046</td>
<td>0.9710</td>
</tr>
</tbody>
</table>

Result of the proposed B-COSFIRE & ISODATA (R) method (with Acc=0.9446) compared to other published methods show comparable performance. It also has the highest Sensitivity and G-mean values of 0.7818 and 0.8703 for DRIVE, and 0.7957 and 0.8762 for STARE compared to other unsupervised methods. For supervised methods, only Orlando’s method for DRIVE and Strisciuglio’s method for STARE have slightly higher Sensitivity and G-mean values than the proposed method. Highest Specificity value for DRIVE was achieved by B-COSFIRE+ISODATA method at 0.9829 while for STARE by Marin’s method at 0.9819.

4. CONCLUSION

In this paper, an efficient unsupervised method to segment RBVs on retinal image is proposed by combining trainable B-COSFIRE filter with AT. Original B-COSFIRE implementation used grid search to determine the threshold value that maximizes the MCC value. Two AT methods were investigated for binarizing B-COSFIRE filter responses, namely ISODATA and Otsu. Results indicate that ISODATA achieved better performance across most of the considered metrics compared to Otsu. While the combined B-COSFIRE and ISODATA method achieved better Accuracy and Specificity values compared to the original B-COSFIRE, Sensitivity, MCC and G-mean values are notably lower. To improve the overall performance, the threshold determined by ISODATA method was reduced by 20%. This resulted in significant increase in Sensitivity and G-mean values, which are directly related to the ability of the proposed method to better detect vessel pixels. Comparison of the results obtained to other published methods indicated comparable performance to both supervised and unsupervised methods, with average processing time of around 5 seconds per image. The use of AT eliminates the need for availability of ground truth data for finding the optimal threshold value using grid search.
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