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Abstract

As we all know, the parameter optimization of Mamdani model has a defect of easily falling into local optimum. To solve this problem, we propose a new algorithm by constructing Mamdani Fuzzy neural networks. This new scheme uses fuzzy clustering based on particle swarm optimization (PSO) algorithm to determine initial parameter of Mamdani Fuzzy neural networks. Then it adopts PSO algorithm to optimize model's parameters. At the end, we use gradient descent method to make a further optimization for parameters. Therefore, we can realize the automatic adjustment, modification and perfection under the fuzzy rule. The experimental results show that the new algorithm improves the approximation ability of Mamdani Fuzzy neural networks.
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1. Introduction

Fuzzy neural network [1, 2] combine fuzzy system and neural network, it absorbs the advantages of fuzzy system and neural network, which not only owns the fitting ability and learning ability of neural network, but has strong structural knowledge expression ability of fuzzy logic. Fuzzy neural network learning mainly has two parts: the structure identification and parameter estimation [3]. Structure identification means that it determines the rules number of the fuzzy system, the number and shape of the membership function according to certain performance requirements. The traditional way makes a acquisition through expert knowledge. In recent years, many researchers use fuzzy clustering method to get the initial fuzzy rule base, which avoids the blindness and randomness of the traditional method. Parameter learning makes further optimization for parameters after determining the initial structure.

Deka [4] proposed a new approach to river flow prediction using a fuzzy neural network (FNN) model which combined the learning ability of artificial neural networks with the merits of fuzzy logic. Zhang [5] combined fuzzy control with artificial neural network control, both played to the advantages of fuzzy control was robust, and finally through numerical computation of structural language experience, positive identification in parallel, it greatly increased the stability of mill running processing. Ghiasi [6] presented the development of an intelligent model based on the well-proven standard feed-forward back-propagation neural network for accurate prediction of TEG purity based on operating conditions of reboiler. Capability of the presented neural-based model in estimating the TEG purity was evaluated by employing several statistical parameters.

Although the Particle Swarm Optimization (PSO) has the ability of global search and fast convergence speed, it has poor local search ability at the late training. Meanwhile, gradient descent method has better local search ability.

Therefore, to solve the above problems, this paper proposes fuzzy clustering based on PSO algorithm to acquire initial parameters of fuzzy systems when optimizing parameters of Mamdani Fuzzy neural networks. Then it uses the combined method between PSO and gradient descent method to make further optimization for parameters of Fuzzy neural networks. The experimental results show that the new method improves the approximation ability of Mamdani fuzzy neural network. The paper's structures are as follows. In section2, we introduce PSO algorithm. Section3 illustrates Initial structure of Mamdani Fuzzy neural networks. Fuzzy neural networks and the new algorithm is represented in section4 and section5 respectively. We
explain parameter learning in section6. It conducts some experiments for our new algorithm in section6. Finally, we give a conclusion in section7.

2. PSO Algorithm

PSO algorithm [7-9] is a global optimization technique based on swarm intelligence, it makes intelligent search for solution space through the interaction of particles, then it aims to find the optimal solution. Supposing in a D-dimension target searching space, each particle is regarded as a point in the space. There are m particles to form a group. \( z_i = (z_{i1}, z_{i2}, \ldots, z_{iD}) \) is position vector of \( i \)-th particle. \( v_i = (v_{i1}, v_{i2}, \ldots, v_{iD}) \) is the flying speed of \( i \)-th particle. The position \( Z \) of each particle is a potential solution. It can calculate the current fitness value of each particle according to fitness function. It will adjudge which particle is the optimal solution according to the fitness value. Before \( t \) iterations, the \( i \)-th particle searches optimal position recorded as \( p_{i} = (p_{i1}, p_{i2}, \ldots, p_{iD}) \). At each iteration, particle updates speed and position through (1) and (2).

\[
v_{id}^{t+1} = wv_{id}^t + c_1rand_1 \cdot (p_{id}^t - z_{id}^t) + c_2rand_2 \cdot (p_{gd}^t - z_{id}^t) \quad (1)
\]

\[
z_{id}^{t+1} = z_{id}^t + v_{id}^{t+1} \quad d = 1,2,\ldots,D \quad (2)
\]

Where \( c_1 = 2 \) and \( c_2 = 2 \) is acceleration coefficient. \( rand_1 \) and \( rand_2 \) is the random number ranging \([0,1]\), which is used to keep the population diversity. \( w \) is inertia weight factor which has an important effect on the optimal performance. Bigger \( w \) is conducive to jump out of minimum point and smaller \( w \) is conducive to algorithm convergence. We always use (3) to update.

\[
w = w_{max} - \frac{w_{max} - w_{min}}{iter_{max}} \cdot iter \quad (3)
\]

Where \( iter \) is current iterations, \( iter_{max} \) is the maximum iterations.

3. Initial Structure of Mamdani Fuzzy Neural Networks

Fuzzy c-means clustering [10, 11] based on PSO algorithm can divide known data into \( C \) categories. Supposing the optimal particle is \( z_i = (z_{i1}, z_{i2}, \ldots, z_C) \). \( z_i = (z_{i1}, z_{i2}, \ldots, z_{iD-1}, z_{iD}) \) is the corresponding clustering center. Each cluster center has a corresponding fuzzy rule. \( D-1 \) clustering centers are the input. The \( D-th \) clustering center is output. \( C \) is the number of fuzzy rules. Membership function can use Gaussian function to express.

\[
\mu_{A_j}(x_i) = e^{-\frac{(x_i - m_{ji})^2}{2\sigma_{ji}^2}} \quad j = 1,2,\ldots,C \quad (4)
\]

Where \( m_{ji} \) and \( \sigma_{ji} \) are center and variance of Gaussian function respectively. The initial value of \( m_{ji} \) is \( z_{ji} \). The width of membership function can be calculated by:
The fuzzy rule system adopts the Gaussian function, product inference engine, singleton fuzzifier and center average defuzzifier to get the system output:

\[
y = \frac{\sum_{j=1}^{C} \alpha_j w_j}{\sum_{j=1}^{C} \alpha_j}, \quad w_j = z_{Dj}, \quad \alpha_j = \prod_{i=1}^{D-1} \mu_{A_i}(x_i)
\]

(6)

4. Fuzzy Neural Networks

Fuzzy neural network is divided into four parts as figure 1.

a. Input layer. Each neuron accepts a data signal, and transfer to next layer.

b. Membership function layer. Raw data is divided into \(C\) category through fuzzy cluster. Therefore, each group have \(C\) neurons. Its membership function is as formula (4).

c. Fuzzy reasoning layer. Each node represents a fuzzy rules, its function is to match the former of fuzzy rules, and calculate the compatibility of each rule. This layer has \(C\) neurons. The \(i\)-th neuron only accepts output of \(i\)-th in the former group as \(\alpha_j\) in (6).

d. Output layer. Its function is to realize accurate calculation, output is as \(y\) in (6).

Objective function of the network training is defined as (7):

\[
E = \frac{1}{2N} \sum_{i=1}^{N} (y_i - y')^2
\]

(7)

Where \(y\) is the actual output of fuzzy system. \(y'\) is desired output.

Figure 1. Fuzzy neural network
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5.1. Fuzzy c-means Clustering Based on PSO Algorithm

Its processes are as follows.

a. Making fuzzy c-means clustering for sample data \( X = \{x_1, x_2, \ldots, x_n\} \). Generating \( C \) clustering centers. \( C \) clustering centers form one particle. Repeating \( N \) times and producing \( N \) particles \( z_1, z_2, \ldots, z_N \). It starts to real-number encoding for \( z_1, z_2, \ldots, z_N \). And \( x_i = (x_{i1}, x_{i2}, \ldots, x_{iD}) \), \( z_i \) is one-dimensional row vector of \( C \times D \) column.
b. Calculating the membership matrix \( U \) of sample data for each particle.
c. Calculating fitness value of every particle and finding individual optimal value \( P_i \) and global optimum value \( P_g \).
d. Updating speed and position of each particle according to (1) (2) and generating particle swarm of next generation.
e. If it reaches the maximum iterations, then stopping iteration. Finding the optimal solution at the last generation. Otherwise, go to step b.

5.2. Parameter Learning

Mamdani Fuzzy neural networks [12-15] determine initial parameters of the fuzzy rule base through fuzzy clustering based on PSO algorithm. Traditional gradient descent method is sensitive to the initial value and easy to fall into local optimal. However, particle swarm optimization algorithm has strong global search ability and fast convergence speed. When one point is near optimal point, it is unable to accurately determine the position of the optimal solution, that is, its local search ability is weak. Therefore, this paper regards formula (7) as objective function when parameter learning. It first uses PSO to make global optimization for initial parameters of the fuzzy rule base, when it is up to number of maximum iterations or objective function is less than a certain threshold, it uses gradient descent method to adjust \( (m_\mu, \sigma_\mu, w_\mu) \) and it will has higher accuracy, and finally gets the ideal fuzzy rule base.

6. Experimental Results

We use two approximation function to verify the paper’s new scheme.

\[
\begin{align*}
  f^1(x) &= \sin \frac{x}{x} \\
  f^2(x_1, x_2) &= 0.5(1 + \sin 2\pi x_1 \cos 2\pi x_2)
\end{align*}
\]

Under the MATLAB platform, we make approximation experiments and get figure2,3. Two functions select 200 for input/output data in the respective domain respectively. Setting number of clustering is 21, number of particle swarm is 30, number of maximum iterations is 500, the largest threshold is \( 0.1 \times 10^{-5} \).

![Figure 2. The approximation result of function \( f^1 \)](image.png)
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7. Conclusion

Fuzzy clustering based on particle swarm optimization (PSO) algorithm generates an initial fuzzy rule base. Then it uses particle swarm optimization algorithm and gradient descent method to study the initialization parameters, which makes full use of the global search ability of particle swarm algorithm and local search ability of gradient descent method. That makes the parameters in the fuzzy rule base has higher accuracy. Finally, experimental results show that the new method improves the Mamdani fuzzy neural network approximation ability effectively.
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