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Abstract
Dispatching automated guided vehicles (AGVs) is the common approach for AGVs scheduling in practice, the information about load arrivals in advance was not used to optimize the performance of the automated guided vehicles system (AGVsS). According to the characteristics of the AGVsS, the mathematical model of AGVs scheduling was established. A heuristic algorithm called Annealing Genetic Algorithm (AGA) was presented to deal with the AGVs scheduling problem, and applied the algorithm dynamically by using it repeatedly under a combined rolling optimization strategy. the performance of the proposed approach for AGVs scheduling was compared with the dispatching rules by simulation. Results showed that the approach performs significantly better than the dispatching rules and proved that it is really effective for AGVsS.
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1. Introduction
Automated Guided Vehicles (AGVs) are unmanned means of inplant transportation which are commonly used in facilities such as warehouses, manufacturing plants, terminals and distribution centers. AGVs increase efficiency and reduce costs by helping to automate a manufacturing facility or warehouse [1]. Application of AGVs has been broadened since the late 20th century. In the past few decades, much research has been devoted to the improvement of AGVs system (AGVsS). Basically, the relevant issues of AGVsS can be divided into the following main categories: guide-path design, estimating the required number of AGVs, idle AGVs positioning, AGVs scheduling, battery management and conflict resolution. These issues relate to different levels of the decision making process [2]. As one of the enabling technologies, scheduling of AGVs have attracted considerable attention. The AGVs scheduling is responsible for managing AGVs efficiently to guarantee serve jobs as quick as possible. Many rules or algorithms for the scheduling of AGVs have been proposed [2-5].

In general, AGVsS can be divided into two main categories: centralized and decentralized control systems. The centralized system uses information available at the central controller while the decentralized system dispatches AGVs based on local information available at the decision moment [3]. In practice, due to their efficiency, centralized control systems are more popular. Since dispatching rules are quite straightforward and easy to use. A wide variety of dispatching rules including nearest-workstation-first (NWF), nearest vehicle first (NVF) and modified first come first served (MOD-FCFS) are used for centralized control AGVsS [4]. Based on the ways in which transportation requests are assigned, Egbeu have divided dispatching rules into two categories: load-initiated dispatching rules in which jobs at workstation have the priority to claim vehicles and vehicle-initiated dispatching rules in which vehicles have the priority to claim jobs [5]. Dispatching is related to immediate decisions such as where a vehicle should be sent to at a specific moment. However, if advance load arrival information is known, they are outperformed by scheduling approaches [2].

In the literature, vehicle routing problems with time windows (VRPTW) have been studied extensively. B.L. Golden et al. provide a review of vehicle routing with time windows including the Pick-up and Deliery Problem with Time Window (PDPTW), multi-Travel Salesman
Problem with Time Window (m-TSPTW) and solutions approaches [6]. They mention two main types of optimization algorithms for VRPTW: dynamic programming and branch-and-bound. Both methods are very time consuming and cannot solve practical problems within an acceptable time limit. Xu et al. propose the column-generation algorithm to solve VRPTW. In order to deal with practical-size problems. They use several heuristics to generate columns with negative reduced costs and eliminate unattractive columns by sophisticated column management schemes [7]. Wenfeng Wang et al. present an improved genetic algorithm to solve the VRPTW [8]. Cordeau et al. summarized several of the most important and modern heuristics for vehicle routing problem [9], Victor Pillac et al. provide a survey on solution approaches for dynamic vehicle routing problems [10]. Two main approaches include an adaptation of the static solution and an implementation of static algorithms under a rolling horizon.

After studying the literature on the vehicle scheduling, we find that most studies concern external transport systems. Few authors use methods successfully deployed for external transport problems for internal transport like the AGVsS. The problem of dynamic scheduling of AGVs has not attracted many researchers [2]. Since the scheduling approach has been used widely and efficiently for external transport. We develop such scheduling strategy for AGVsS in this paper. The main purpose is to investigate the potential contribution of the scheduling approach for AGVs. AGVs scheduling problem is similar to the vehicle scheduling problem for external transport. However, it also has some differences such as the objectives, travel distances and load arrival rate. There is some literature on scheduling methods for AGVs [3] [11]. Several objectives are also used, including minimizing the average load waiting time and minimizing empty vehicle travel distances, but they focus on static problems. An AGVsS is a system with a high degree of uncertainty, short travel times and, often, high vehicle utilization rates. In AGVsS, normally, we only know a limited number of jobs in advance. The schedule of vehicles should be updated when new transportation request information arrives. This paper focuses mainly on dynamic scheduling problem of AGVs, adapts successful dynamic scheduling approach for AGVsS, and compares its performances with common dispatching rules by simulation.

The remainder of this paper is organized as follows: In section 2, we describe the mathematical model, Annealing Genetic Algorithm (AGA) and the rolling optimization strategy of AGVs scheduling problem. Results and discussion are presented in section 3. We conclude the paper in Section 4.

2. Research Method
2.1. Mathematical Model of AGVs Scheduling

In AGVsS, AGVs picks-up loads at some locations and delivers them to their destinations satisfying certain time-windows. The AGVs scheduling problem can be formulated as a VRPTW. m-TSPTW is a special case of the VRPTW in which the vehicle capacities are infinite [6]. We formulate the scheduling problem for AGVs as a m-TSPTW by projecting time-windows at delivery stations to the corresponding pick-up stations and a pick-up and a corresponding delivery job is considered logically as a single job-node. We make the following assumptions for the studying AGVsS:

- All AGVs have unit-load capacity.
- AGVs operate continuously without breakdown.
- There are no traffic problems.
- AGVs choose the shortest path to pick up and deliver loads.
- AGV loading and unloading times are fixed and considered in travel times.
- AGVs can always park at their drop-off locations.
- Only one depot in AGVsS.

The following notations will help in the description of formulation of AGVs scheduling problem.

- $D$ — AGVs depot.
- $N$ — set of jobs.
- $K$ — set of AGVs.
- $x_{ijk}$ — take the value 1 if job $i$ and job $j$ are served by AGV $k$ consecutively, and 0 otherwise.
- $e_i$ — release time of job $i$. 
\( l_i \) — the latest pick-up time allowed of job \( i \).

\( s_i \) — pick-up time of job \( i \).

\( t_{ij} \) — The travel time from job-node \( i \) to \( j \), equals the travel time from the origin of job \( i \) to the destination of job \( i \), plus the travel time from the destination of job \( i \) to the origin of job \( j \).

\( s_{Dk} \) — the start time of AGV \( k \) at the AGVs depot.

\( s_{kD} \) — the arrival time of AGV \( k \) at the AGVs depot.

\( B \) — a sufficiently large positive number.

Normally, minimizing the average job waiting time is the most important objective of AGVs scheduling problem. The AGVs scheduling problem can be formulated as follows:

\[
\text{minimize } \frac{1}{|N|} \sum_{i \in N} (s_i - e_i) \tag{1}
\]

subject to:

\[
\sum_{k \in K} \sum_{j \in N} x_{ijk} = 1, \forall i \in N \tag{2}
\]

\[
\sum_{j \in D \cup N} x_{ijk} = \sum_{j \in D \cup N} x_{jik}, \forall i \in N, \forall k \in K \tag{3}
\]

\[
\sum_{k \in K} \sum_{j \in N} x_{jDk} = \sum_{k \in K} \sum_{i \in N} x_{Dik} = |K| \tag{4}
\]

\[
s_{Dk} + t_{Dj} - s_j \leq B[1 - x_{Djk}], \forall j \in N, \forall k \in K \tag{5}
\]

\[
s_i + t_{ij} - s_j \leq B[1 - x_{ijk}], \forall i, j \in N, \forall k \in K \tag{6}
\]

\[
s_i + t_{ID} - s_{kD} \leq B[1 - x_{Dik}], \forall i \in N, \forall k \in K \tag{7}
\]

\[
e_i \leq s_i \leq l_i, \forall i \in D \cup N \tag{8}
\]

Constraints (2)-(4) form a multi-commodity flow formulation. The constraint (5) shows that if an AGV \( k \) serves job \( j \) after job \( i \), the constraint \( s_i + t_{ij} \leq s_j \) must be satisfied. Constraints (5)-(7) ensure feasibility of the schedule. Equations (9) is time-window for job \( i \).

For the static AGVs scheduling problem, we assume that all AGVs start at the AGVs depot. However, during the process of optimization, AGVs may start at any load’s drop-off station. Therefore, we need to modify the formulation to reflect this by replacing (4) and (6) by constraints (9) and (10) respectively, where \( D_k \) is the virtual starting depot of AGV \( k \).

\[
\sum_{k \in K} \sum_{i \in N} x_{Dik} = \sum_{k \in K} \sum_{j \in N} x_{Djk} = |K| \tag{9}
\]

\[
s_{Dk} + t_{Dj} - s_j \leq B[1 - x_{Djk}], \forall j \in N, \forall k \in K \tag{10}
\]
2.2. Annealing Genetic Algorithm (AGA)

Though optimal solutions to AGVs scheduling problem can be obtained using exact methods, the computational time required to solve this problem to optimality is prohibitive. Heuristic methods such as Genetic Algorithms (GA), Simulated Annealing (SA) often produce optimal or near optimal solutions in a reasonable amount of computer time. Heuristic methods have been proved useful in a variety of search and optimization problems over the years. But most of single heuristic algorithms have their own shortcomings in the optimization [12]. In many problems, GA may have a tendency to converge towards local optima rather than the global optimum of the problem [13]. The execution time of SA is sensitive to the scale of the problem. In dealing with large-scale issue, the computational time of SA for getting a satisfactory solution is not acceptable [14]. According to the characteristics of AGVsS, we propose a hybrid algorithm called Annealing Genetic Algorithm (AGA) to optimize AGVs scheduling problem. AGA facilitates the exhaustive and parallel treatment of the problem and to increase the probability of finding global minimums in a reasonable computation time.

The proposed AGA is described as follows:

Step 1: Initialize the parameters, i.e., population size \( popsize \), Maximum generations of evolution \( MAXgen \), crossover probability \( p_c \), mutation rate \( p_m \), initial temperature \( T_0 \), temperature cooling coefficient \( q \), final temperature \( T_{end} \).

Step 2: generate initial population \( P_0 \), compute individuals’ fitness value \( f_i (i = 1,2, \cdots, popsize) \).

Step 3: set cycle count variable \( gen = 0 \).

Step 4: operation of selection, crossover and mutation, compute the fitness value of new individual \( f_i' \), if \( f_i' > f_i \), new individual is accepted, otherwise, new individual is accepted with a probability \( p = \exp((-f_i' - f_i)T_j) \).

Step 5: if \( gen < MAXgen \), then \( gen = gen + 1 \), go to step 4, otherwise, go to step 6.

Step 6: if \( T_j < T_{end} \), Terminate the algorithm and print the solution, otherwise, \( T_{i+1} = qT_j \), go to step 3.

The framework of the AGA is given in Figure 1.

In this paper, jobs have been numbered according to increasing jobs’ release time, a solution is encoded as a chromosome formed of multiple segments. \( x_{ij} \) represents AGV \( k \) serves job \( j \), a chromosome of the AGVsS scheduling problem can be expressed as \((0, i_{11}, i_{12}, \cdots, i_{1z}, 0, i_{21}, i_{22}, \cdots, i_{2z}, 0, \cdots, 0, i_{m1}, i_{m2}, \cdots, i_{mz}, 0)\) with 0 represents the AGVs depot. For example, the chromosome \((0,1,2,3,0,4,5,6,0,7,8,0)\) express 3 AGVs serve 8 jobs, It indicates that AGV 1 serves \((0,1,2,3,0)\) in sequence, AGV 2 serves \((0,4,5,6,0)\) in sequence and AGV 3 serves \((0,7,8,0)\) in sequence respectively. Roulette-wheel scheme is applied in the selection procedure. The method of generation of the initial population, the crossover operator and mutation operator in this paper are originated from literature [8].

2.3. Rolling Optimization Strategy for AGVs Scheduling

In AGVsS, we may know information about jobs’ arrival in advance. Based on this information, we can use rolling optimization strategy to schedule AGVs. When an AGV starts to serve a job, it has to finish it. Cancellation of jobs is not allowed. Normally, there are two rolling optimization strategies, i.e. rolling by time and rolling by the number of jobs [2]. For the rolling by time, we schedule all known jobs during a time period \( H \), Depending on different conditions, the number of scheduled jobs can differ significantly for the time horizon \( H \). However, AGVs only follow the resulting schedule during a time period \( h = aH (a < 1) \) After the time period \( h \) the system invokes the scheduling algorithm again to schedule all known jobs in the period \([h, h + H]\). The process stops when all jobs have been finished. Rolling optimization strategy by
the number of jobs is similar to the one rolling by time, the differences are rolling time period \( H, h \) replacing by the rolling number of the jobs \( M, m \) respectively (shown in Figure 2).

As shown in Figure 2, in rolling by time policy, the number of scheduled jobs at each step can differ significantly. When too many jobs are taken into account, the running time of the scheduling algorithm may increase significantly and may not meet the real time scheduling requirements. When we use rolling optimization strategy by the number of jobs, sometimes, the number of jobs we know in advance may be not enough. In this paper, we propose a combined rolling optimization strategy. When the number of jobs known in advance is sufficient \( i > M \), we apply the rolling optimization strategy by the number of jobs, otherwise rolling by time policy is used.
3. Results and Analysis

In this study, the layout we have selected is shown in Figure 3. We model the AGVsS in Plant 9 simulation software. In our experiment, the jobs’ inter-arrival times for the loading stations are exponentially distributed with inter arrival times equal \((\tau_1, \tau_2, \tau_3, \tau_4, \tau_5) = (40,50,60,70,80)\) seconds. The probability that a load is sent from a loading station \(i\) to a unloading station \(j\) are \(p_{ij} (p_{ij} = 1/n, n\) is the number of unloading stations). For the number of AGVs, 3 levels have been used \((4,5,6)\). Information about jobs’ arrivals is known in advance of 240 seconds. The speed of AGVs is 2 m/s. The parameters for the combined rolling strategy and the AGA: \(H = 250, M = 25, \alpha = 0.8, \text{popsize} = 30, \text{MAXgen} = 200, p_c = 0.6, p_m = 0.05, T_0 = 1000, q = 0.9, T_{end} = 1.\)

The main performance criterion is minimizing the average job waiting time. The secondary objective is minimizing the maximum job waiting time. Results of the experiments are shown in Table 1.

![Figure 3. The experimental AGVsS layout](image)

Table 1. Results of different scheduling strategies (± represents the 95% confidence interval)

<table>
<thead>
<tr>
<th>No.AGVs</th>
<th>4</th>
<th>5</th>
<th>6</th>
</tr>
</thead>
<tbody>
<tr>
<td>Method</td>
<td>MOD-FCFS</td>
<td>NVF</td>
<td>ROLL-AGA</td>
</tr>
<tr>
<td>Aver-wait (s)</td>
<td>192.8</td>
<td>(±5.6)</td>
<td>136.5</td>
</tr>
<tr>
<td>Max-wait (s)</td>
<td>958.4</td>
<td>1267.2</td>
<td>792.3</td>
</tr>
</tbody>
</table>

Table 1 and Figure 4 show that the Modified First Come First Served (MOD-FCFS) is the worst strategy for the AGVsS in all three cases. The Nearest Vehicle First (NVF) performs a bit better than the MOD-FCFS. The average job waiting times and the maximum job waiting times obtaining by Rolling optimization strategy based on Annealing Genetic Algorithm (ROLL-AGA) are significantly smaller than the MOD-FCFS and the NVF strategy, which are among the best dispatching rules in literatures. The ROLL-AGA shows good performance for the AGVs scheduling and prove to be robust to different operating conditions.

In general, we have found that the dispatching rules such as MOD-FCFS and NVF don’t perform well for the AGVsS. The dispatching rules dispatch AGVs only based on distance between the loads and the AGVs or the jobs’ waiting time, the information about jobs arrivals in advance is not considered and increase the average and maximum job waiting times. The
AGVsS is a system of uncertainty, based on the information about jobs arrivals in advance, the proposed ROLL-AGA, which shares the advantages of both SA and GA, reduces the average and maximum job waiting times greatly and improve the system performance.

![Average job waiting times](image1)
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Figure 4. The performance of the three scheduling strategies

4. Conclusion

AGVsS is becoming popular in automatic materials handling systems, flexible manufacturing systems and even container-handling applications. AGVs scheduling is a crucial problem to improve the efficiency of the AGVsS. In this paper, we have discussed the AGVs scheduling issues in AGVsS. Using simulation, we prove that the MOD-FCFS rule and the NVF rule, both among the best dispatching rules in literature, performs not so well in simulation environment. They dispatching AGVs only based on distance between the loads and the AGVs or the jobs' waiting time, the information about load arrivals in advance is not used to optimize the performance of the AGVsS. Literature on external transport has shown that scheduling vehicles may lead to better performance than dispatching them. In this paper, we Apply this to the AGVsS, formulate the AGVsS scheduling problem as a m-TSPTW. AGVsS is an system with a high degree of uncertainty. We propose AGA to deal with the AGVs scheduling problem, and apply this heuristic dynamically by using it repeatedly under a combined rolling optimization strategy. We compare the performance of the proposed approach with the dispatching rules. Results show that the approach performs significantly better than the dispatching rules. From practical point of view, it makes the proposed scheduling approach more attractive for the AGVsS.
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