Determining the Minimal Software Reliability Test Effort by Stratified Sampling
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Abstract
Software reliability testing provided the necessary guarantee for improving software reliability level and estimation. The traditional method for generating software reliability test cases could be seen as a simple random sampling, which was randomly chosen according to the operational profile defined by Musa. The stratified sampling was well known as a complex but more accurate sampling approach which could make the sampling results more accurate and less variance by dividing the population into several subsets and randomly sampling from each subset respectively. First, this paper introduced the traditional approach to determine the number of test cases in the discrete software reliability demonstration testing. Second, the background of the stratified sampling and necessary condition for the minimal test effort based on the stratified sampling were put forward. Third, the new method’s principle and details were analyzed and a sample was given to show the method’s effectiveness. Finally, the future work was discussed.
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1. Introduction
Software reliability engineering is now widely accepted and applied in lots of fields. Software reliability testing which can be seen as a key role of software reliability engineering provides the necessary guarantee and reference for improving software reliability level and estimation.

Software reliability testing is a random testing which uses the operational profile for accurately simulating the actual operational condition of software by customers. The more test cases are generated, the more easily the probability distribution is described and the more sufficiently the input space is covered, but the test cost and time may both become large as the growth of the test cases. Therefore, the approach for determining the set with the smallest test cases of software reliability testing is very significant. This is because when all test case sets satisfy the requirement of software reliability testing, the set with the smallest test cases is the best in all the test case sets.

The software reliability testing approach based on operational profile [1] and the statistical testing approach based on Markov usage chain [2] have the same characteristics that testing the software according to the actual operational condition. However, the former testing approach based on the operational profile has the problem that the adequacy of test data cannot be measured [3]. The external representation of the adequacy measurement is how to determine the minimum number of test cases (i.e. minimal test cases). To solve the problem, this paper proposes an approach for determining the minimal test cases by using the stratified sampling.

The stratified sampling has been widely studied and used since 1950s. The optimal allocation of the sampling size of the stratified random sampling was introduced in [4]. The ‘proportional sampling of element’ and ‘the optimal allocation’ of the stratified sampling were also introduced in [5]. There are many books with respect to the stratified sampling were published by the statistical experts of China, such as Feng Shiyong [6], Jin Yongjin [7] and Du Zifang [8]. However, so far as we know, the stratified sampling has not been applied into the field of software reliability engineering.
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2. Generation of Test Cases

Software reliability testing approach based on operational profile proposed by Musa [1] is a random testing process which generates test cases according to the operational profile by random sampling.

According to the operational profile [9], the input domain $D$ of software $S$ can be divided into $m$ disjoint sub-domains: $D_1, D_2, \ldots, D_m$. Let $p_i$ represent the occurrence probability of the corresponding sub-domain $D_i$ and $\phi_i$ represent the failure probability of $D_i$. Then the operational profile can be denoted as $\text{OP} = \{(D_i, p_i), i=1,2,\ldots,m\}$. Let $n_i$ represent the number of test cases sampling from $D_i$ and $n$ represent the total number of test cases. Then we have $n = \sum_{i=1}^{m} n_i$ and $\sum_{i=1}^{m} p_i = 1$. The sequence $\{S_i\}$ can be given by $S_j = \sum_{i=1}^{j} p_i$, where $j=1,2,\ldots,m$. Let $S_0=0$, $S_1=p_1$, $S_m=1$ and $S_j - S_{j-1} = p_j$. Then the steps for generating test cases according to operational profile can be shown as follows:

(i) Sampling. Given a random number $\eta \in (0,1)$, if $S_{j-1} < \eta \leq S_j$, then this random number $\eta$ is corresponding to $p_j$ and the corresponding input sub-domain of the sampling operation is $D_j$.

(ii) Determining the value of each input variable of sampling operation. Because the value style of the input variable can be discrete or continuous, the sampling approach for these two styles of input variable should be considered respectively. The continuous input variable should be sampled in its value space according to the probability density function and the discrete input variable should be sampled in its value space according to the probability distribution.

(iii) A test case can be generated by the sampling process according to the above two steps.

(iv) Repeating the above steps until generating the required number of test cases. Theoretically, the more the sampling size (i.e. the number of test cases) is, the more similar the sampling statistical characteristics of test cases is with the one of the actual usage condition and the reliability estimation results are more accurate. However, the cost and time are also improved.

3. Test Cases of Discrete Software Reliability Demonstration Testing

Lots of software systems, such as flight control system and task planning system, will be operated continuously during the mission period and thus be called as the continuous software. Generally, the reliability metrics of the continuous software are MTBF/MTTF or failure rate, because the customers will pay much attention to the performance that the systems don’t fail during the continuous operational period. However, for many cases, discrete time-domain software systems should be considered in many critical-safety systems [10, 11], such as control system of missile and emergency switch system of nuclear power station. For the discrete software systems, the customers usually pay attention to the success probability of single-usage. Obviously, these discrete software systems will select the success rate (i.e. the success probability of single-usage) as their reliability metric instead of the time-dependent function. This paper will select the discrete software as the studied object.

Software reliability demonstration testing which is used for validating whether the released software achieves the requirement of the quantitative reliability level, determines that the software should be accepted or rejected according to the demonstration testing results. Software reliability demonstration testing can be classified into the fixed-duration testing and the sequential testing.

The fixed-duration reliability demonstration testing first calculates the required number of test cases according to the required quantitative reliability level, and then determines whether the software passes the demonstration testing according to the ratio between the actual failure number during the whole testing process and the allowable failure number. Now there are several fixed-duration reliability demonstration testing methods, such as the hypothesis testing [12] and the Bayesian method [13].

The sequential reliability demonstration testing first calculates the required testing duration according to the required quantitative reliability level, and then it determines whether the software passes the testing according to the operation result of each test case at any time.
Now there are several sequential reliability demonstration testing methods, such as probability ratio sequential testing [14] and single risk sequential testing [15]. According to the above, we find that the sequential testing can’t determine the required number of test cases before testing, but the fixed-duration testing can determine the required number of test cases before testing according to the required reliability and confidence level. For example, if we use the hypothesis testing, the number of the required test cases is 4603 at least when the confidence level is 99% and the required failure probability is less than 0.001.

It seems that the hypothesis testing can be used to determine the minimal test cases for reliability demonstration testing. However, this method is only based on the hypothesis testing theory but neglecting the distribution of test cases. For example, if the distribution of the above 4603 test cases doesn’t match the distribution of the sub-domains of operational profile well, we can’t believe that the reliability testing achieves the required level (i.e. the failure probability is less than 0.001) with the 99% confidence even though the 4603 testing cases all pass the demonstration testing without any failures. In other words, the failure probability which is less than 0.001 can’t reflect the actual reliability level of software. Thus, this paper will determine the minimal test cases based on the sampling theory according to the sampling characteristics.

4. Test Cases of Discrete Software Reliability Demonstration Testing
4.1. Concepts

There are several factors which have the influence on the sampling accuracy, such as the size of samples, the population size and the population variance. If the difference between each unit in the population is large, using the simple random sampling may result in the large variance. Although the variance of the population is objective and can’t be changed, if the units in the population can be divided into several sub-populations, and the units in one sub-population are similar that makes the variance in each sub-population become smaller, only a handful of sample units from one sub-population are needed for describing the characteristics of this sub-population as well as the estimation accuracy of all population will be improved. The above analysis is just the principle of the stratified sampling. Before the stratified sampling, N units in the population are divided into L different and independent sub-populations which also be called as the layers. The sizes of these layers are $N_i, N_1, \ldots, N_L$. That is to say, the population is composed of these layers ($N = \sum_{h=1}^{L} N_h$). Then the random sampling in each layer independently is just the stratified random sampling. In the stratified sampling, the issue that how many samples are allocated to each layer with a certain population should be determined. There are three allocation approaches, i.e. the proportion allocation, the optimal allocation and the Neymann allocation [16]. The characteristics of the operational profile provide the required layers in the stratified sampling.

4.2. Notations

$h = 1, 2, \ldots, L$;

$N_h$: The unit number in the $h$ layer;

$n_h$: The sample unit number in the $h$ layer;

$N = \sum_{h=1}^{L} N_h$, $n = \sum_{h=1}^{L} n_h$;

$Y_h$: The observed value of the $i$ unit in the $h$ layer;

$y_{hi}$: The observed value of the $i$ sample unit in the $h$ layer;

$W_h = \frac{N_h}{N}$: The weight of the $h$ layer;

$\bar{y}_h = \frac{1}{N_h} \sum_{i=1}^{N_h} y_{hi}$: The average value of the $h$ layer;
\[ \bar{y}_h = \frac{1}{N_h} \sum_{i=1}^{N_h} y_{hi} : \text{The average sample value of the } h \text{ layer;} \]

\[ Y_h = N_h \bar{y}_h = \sum_{i=1}^{N} Y_{hi} : \text{The total value of the } h \text{ layer;} \]

\[ y_h = n_i y_{hi} = \sum_{i=1}^{n} y_{ihi} : \text{The total sample value of the } h \text{ layer;} \]

\[ S_h^2 = \frac{1}{N_h - 1} \sum_{i=1}^{N_h} (Y_{hi} - \bar{y}_h)^2 : \text{The variance of the } h \text{ layer;} \]

\[ s_h^2 = \frac{1}{n_h - 1} \sum_{i=1}^{n_h} (y_{ihi} - \bar{y}_h)^2 : \text{The sample variance of the } h \text{ layer.} \]

4.3. Comparison of the Sampling Accuracy

Generally, the sampling accuracy of the stratified sampling is better than the simple random sampling. In other words, the variance of the estimated values of the stratified sampling is smaller than the simple random sampling. We will compare the sampling accuracy of the stratified sampling with the proportion allocation with the simple random sampling as follows.

The variance of the estimated values of the simple random sampling is shown as follows.

\[ V_{rs} = \frac{1-f}{n} S^2 \quad (1) \]

The variance of the estimated values of the stratified sampling is shown as follows.

\[ V_{prop} = \frac{1-f}{n} \sum_{h=1}^{L} W_h S_h^2 \quad (2) \]

That is, we have:

\[ V_{rs} \approx V_{prop} + \frac{1-f}{n} \sum_{h=1}^{L} W_h (Y_{hi} - \bar{Y})^2 \quad (3) \]

According to (3), we have that \( V_{rs} \geq V_{prop} \). Thus it shows that the variance of the stratified sampling with the proportion allocation is smaller than that of the simple random sampling, i.e. the accuracy of the stratified sampling is better than that of the simple random sampling. The difference between the average values in each layer is larger, the stratified result is better. However, the sampling accuracy of the stratified sampling is also related to the allocation of the sample size and the variance of each layer.

5. Determining the Minimal Cases by the Stratified Sampling with Proportion Allocation

In the stratified sampling, the estimation of the average value \( \bar{Y} \) of the population can be given as the average of the \( \bar{Y}_h \) in each layer with the layer weight \( W_h \) and shown as follows.

\[ \bar{Y} = \frac{1}{N} \sum_{h=1}^{L} N_h \bar{Y}_h = \frac{1}{N} \sum_{h=1}^{L} N_h \bar{y}_h \quad (4) \]

If the stratified random samples are obtained, the sample estimated value of the average value \( \bar{Y} \) of the population can be shown as follows.
\[ y_{\sigma} = \frac{1}{N} \sum_{i=1}^{N} N_i y_i \]  \hspace{1cm} (5)

In the stratified sampling, if the estimation of each layer is unbiased, the estimation of the value of the population is also unbiased. Thus, various layers can select different sampling approaches, only if the corresponding estimated value is unbiased, the estimation of the value of the population is also unbiased. If \( \bar{y}_h \) is the unbiased estimation of \( \bar{y}_s \) \((h=1,2,\ldots,L)\), \( \bar{y}_s \) is the unbiased estimation of \( \bar{y} \). The variance of \( \bar{y}_{\sigma} \) is shown as follows.

\[ V(\bar{y}_s) = \sum_{h=1}^{L} W_h^2 V(\bar{y}_h) \]  \hspace{1cm} (6)

Then the variance of the sample average \( y_{\sigma} \) is given as follows.

\[ V(y_{\sigma}) = \sum_{h=1}^{L} W_h^2 V(y_h) = \sum_{h=1}^{L} W_h^2 \frac{1 - n_h/N_s}{n_h} S^2 \]  \hspace{1cm} (7)

Assume \( n_h = nW_h \), so we can obtain the following equation based on (7) with the given variance.

\[ V(y_{\sigma}) = \sum_{h=1}^{L} W_h^2 \frac{1 - n_h/N_s}{n_h} S^2 = \sum_{h=1}^{L} \frac{W_h^2}{n_h} S^2 = \frac{1}{n} \sum_{h=1}^{L} \frac{W_h^2}{n_h} S^2 \]  \hspace{1cm} (8)

Finally, we can get the general expression for determining the minimal test cases as follows.

\[ n = \frac{\sum W_h S^2}{V + \sum \frac{W_h S^2}{N}} \]  \hspace{1cm} (9)

If the estimation accuracy is given as the form of the error limit, we have \( V = (\frac{\Delta}{t})^2 = (\frac{\gamma Y}{t})^2 \), where \( \Delta \) is the absolute error limit, \( \gamma \) is the relative error limit, \( t \) is the bilateral critical point of the standard normal distribution, \( \bar{y} \) is the average value of the population.

Then apply the stratified sampling into the actual usage condition of the software \( s \) which can be abstracted as Table 1.

| Table 1. The Abstraction of the usage of Software S |
|---|---|---|---|---|
| \( D_1 \) | \( D_2 \) | \ldots | \( D_e \) | \ldots | \( D_m \) |
| \( p_1 \) | \( p_2 \) | \ldots | \( p_e \) | \ldots | \( p_m \) |

Where \( D_1, D_2, \ldots, D_m \) is the division of the input space of the software \( s \) according to the actual usage of customers, \( p_1, p_2, \ldots, p_m \) is the occurrence probability of the corresponding input sub-domain. Then the set \( T \) of test cases can be regarded as a group of samples which was
obtained by sampling \( n \) times according to the above distribution \([7]\). If the samples fail one time in the testing process, the observed value of the samples is 1, otherwise is 0. Assume that the sampling times of \( T \) in \( D_1, D_2, \ldots, D_m \) are \( n_1, n_2, \ldots, n_m \), where \( n = \sum_{i=1}^{m} n_i \) and \( h = 1, 2, \ldots, m \).

Then we can translate the problem that determining the minimal test cases for software reliability testing into the problem that determining the size of samples in the stratified sampling with the proportion allocation. According to the principle of the stratified sampling, we can regard the input space \( D_1, D_2, \ldots, D_m \) as \( m \) layers, and the occurrence probability of the corresponding domains \( p_1, p_2, \ldots, p_m \) as the layer weight \( W_i \), that is:

\[
W_i = p_i \quad (10)
\]

Due to the proportion allocation, the ratio \( w_h \) between the samples allocated into each layer and the samples of the population is the same with the layer weight \( W_i \), that is:

\[
w_h = p_h \quad (11)
\]

Incorporating (10) and (11) into (9), then we have:

\[
n = \frac{\sum p_i S_i^2}{V + \sum p_i S_i^2} \quad (12)
\]

Because the actual size of software reliability test set can be infinity, i.e. \( N \to \infty \), (12) can be rewritten as follows.

\[
n = \frac{\sum p_i S_i^2}{V} \quad (13)
\]

Although there are many parameters in the unknown variable \( V \), such as the absolutely error limit \( \Delta \), the relative error limit \( \gamma \) and the bilateral critical point of the standard normal distribution \( t \), in the calculation process, only the relative error limit \( \gamma \) should be considered. For example, if the confidence level is 95\%, the relative error limit is less than 10\%, and the corresponding \( t \) is 1.96, then replacing the average value by the sample average value, and we have:

\[
V = \left( \frac{\gamma Y}{t} \right)^2 = \left( \frac{10\% \bar{Y}}{1.96} \right)^2 \quad (14)
\]

Similarly, in the calculation process, only the absolute error limit \( \Delta \) should be considered. For example, if the confidence level is 95\%, the absolute error limit is less than 5\%, and the corresponding \( t \) is 1.96, then we have:

\[
V = \left( \frac{\Delta}{t} \right)^2 = \left( \frac{5\%}{1.96} \right)^2 = 0.000651 \quad (15)
\]

6. Case Study

The operational profile of software \( S' \) is shown as the following table.

---
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Table 2. The Operational Profile of Software S

<table>
<thead>
<tr>
<th>$D_i$</th>
<th>$p_i$</th>
<th>$1/2$</th>
<th>$1/3$</th>
<th>$1/10$</th>
<th>$1/15$</th>
</tr>
</thead>
</table>

For calculating the variance $S_i^2$ ($k=1,2,3,4$), assume that 10 samples are obtained from each sub-domain and are operated for validating whether the samples fail, then we find that the 4th and 8th sample of $D_1$ failed, the 5th sample of $D_2$ failed, all samples of $D_3$ didn’t fail, and the 1st, 5th and 10th sample of $D_4$ failed. Then we have:

$$S_1^2 = \frac{1}{9} [(0.2)^2 \times 8 + (0.2 - 1)^2 \times 2] = 0.178$$

$$S_2^2 = \frac{1}{9} [(0.1)^2 \times 9 + (0.1 - 1)^2] = 0.1$$

$$S_3^2 = 0$$

$$S_4^2 = \frac{1}{9} [(0.3 - 0)^2 \times 7 + (0.3 - 1)^2 \times 3] = 0.233$$

The variance discussed above is only related to the failure probability of the discrete software.

Set the absolutely error lim is less than 5%, the confidence level is 95% and the corresponding $t$ is 2.58, then we have:

$$\nu = \left(\frac{\Delta}{t}\right)^2 = \left(\frac{5\%}{1.96}\right)^2$$

Taking the above result into (13), we have:

$$n = \sum p_i S_i^2 \nu = 0.5 \times 0.178 + 0.3333 \times 0.1 + 0 + 0.0667 \times 0.233 = 212$$

It means that 212 test cases are required at least for the reliability testing of this software when the confidence level is 95% and the absolute error limit is less than 5%. Assume the absolute error limit is less than 5%, the confidence level is 99% and the corresponding $t$ is 2.58, then we have:

$$\nu = \left(\frac{\Delta}{t}\right)^2 = \left(\frac{1\%}{2.58}\right)^2$$

Taking the above result into (13), we have:

$$n = \sum p_i S_i^2 \nu = 0.5 \times 0.178 + 0.3333 \times 0.1 + 0 + 0.0667 \times 0.233 = 367$$

It means that 367 test cases are required at least for the reliability testing of this software when the confidence level is 99% and the absolute error limit is less than 5%.
7. Conclusion

The sampling accuracy of the stratified sampling is generally better than the simple random sampling, therefore an approach based on the stratified sampling for determining the minimal test case number was proposed for the discrete software reliability testing. This approach is significant for the theory research and engineering application because it improves the existing software reliability demonstration testing and solves the problem that the determination conclusions of the software reliability demonstration testing are not believable during any situations. This approach not only provides the guidance for the selection of the test cases in the test cases generation process, but also decreased the test cost without reducing the dependability of the result of the software reliability testing. Of course, the approach for determining the minimal test case number based on the stratified sampling is a new attempt on software reliability testing adequacy and also has some disadvantage in details and should be improved in the future work.
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