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Abstract
This paper presents a novel method for detecting saliency in static images based on image sparse representation. For each color channel, first, the image is partitioned into non-overlapping patches and each patch is represented by the way of sparse coding from a learned dictionary of patches from natural scenes. Then, global saliency and local saliency are calculated and fused to attain saliency of each patch. Local saliency is shown by popping out a patch from its surrounding patches. Global saliency is indicated by the rarity of a patch in the overall patches of the image. The final saliency map is attained by normalizing and fusing local and global saliency maps of all color channels. Experimental results in the benchmark image dataset demonstrate that the proposed method achieves a superior performance compared with most of state-of-the-art methods. Furthermore, both robustness and the low computational complexities make the presented algorithm feasible for subsequent applications.
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1. Introduction
Computational visual saliency model for human visual attention fascinates a lot of researchers in recent years. The human visual system has a remarkable ability to quickly grasp salient regions in nature scenes without training. How to simulate human vision is a very important goal in computer vision community. In the field of computer vision, many models have been proposed to perform this task automatically over the past few decades [1]-[3]. Most of the models used in this study transform a given input image into a two-dimensional intensity distribution that represents the saliency distribution over the image support, according to Koch and Ullman's original saliency map concept [4]. The saliency map can be used for a wide range of applications such as object detection [5], object tracking [6], image retrieval [7], and so on.

The approaches for determining low-level saliency can be based on biological models, purely computational ones, or a combination of both [8]. Some approaches detect saliency over multiple spatial scales [9]-[11], while others operate on a single scale [12]. In general, all methods use some means of determining local contrast of image regions with their surroundings using one or more of the features of color, intensity, and orientation. Usually, separate feature maps are created for each of the features used and then combined to obtain the final saliency map. Itti et al. [13] have built a computational model of saliency-based spatial attention derived from a biologically plausible architecture. Guo and Zhang [14] calculate the saliency map of an image from the phase spectrum of its quaternion Fourier transform (PQFT). Recently, Kim et al. [15] present a method for detecting salient regions in both images and videos based on a discriminated center-surrounding hypothesis that the salient region stands out from its surroundings.

Although previous approaches for obtaining saliency maps are very diverse, most of them fail to minimize false positives which occur in the big salient object or in the highly textured background areas. For example, an face in the garden should be salient, but some saliency detection methods only take the margin of the face as salient region just as shown in Figure 1.

In this paper, to overcome the problems mentioned above, we propose a novel framework for detecting the bottom-up saliency maps in the static images. The novel framework for detecting saliency combines the global fashion with the local fashion. In the global fashion, our algorithm provides a statistical method for global saliency based on sparse representation of image blocks. At the same time, in the local fashion, we calculate the dissimilarity between a
center patch and its surrounding patches to attain the local saliency. Compared with other state-of-the-art algorithms, an remarkable advantage of our algorithm is its robustness and its low computational complexity that make it feasible for subsequent applications.

The remainder of this paper is organized as follows. Section 2 addresses the technical details about our method. In Section 3, we demonstrate the effectiveness of the proposed approach by providing some experimental results. Finally, we conclude the paper in Section 4 with some relevant discussion.

Figure 1. Comparison of saliency maps generated by using SUN [9], IS [11] and our approach. (a) original images; (b) eye movement fixation density map [16]; (c) saliency maps obtained using SUN; (d) saliency maps generated using IS; (e) saliency maps generated using our approach.

2. Proposed Method

Our proposed framework is presented in Figure 2. First, an input image is transformed into RGB format. For each color channel, the image is partitioned into nonoverlapping patches and each patch is represented by the way of sparse coding from a learned dictionary of patches from natural scenes. And then a global saliency based on image sparse representation, and a local saliency map based on the dissimilarity between a patch and its surrounding window, are computed, normalized, and combined. Corresponding global saliency map and local saliency map are normalized and combined to form the final saliency map of the model. The whole process can be performed to generate the scale-invariant saliency map. The details of the model are as follows.

2.1. Image Color Format Transform

In the human brain, there exists a “color opponent-component system”. In the center of receptive fields, neurons which are excited by one color are inhibited by another color. Red/green, green/red, blue/yellow, and yellow/blue are color pairs which exist in human visual cortex [17]. For example, color opponent cells and intensity cells in human cortex can detect color, intensity features at their receptive fields respectively. Therefore, the RGB color image can be transformed as follows:

\[
\begin{align*}
I &= R + G + B \\
RG &= R - G \\
BY &= G - \frac{R + G}{2} - \frac{\min(R, G)}{2}
\end{align*}
\]  

(1)
where $R, G$ and $B$ denote the red, green, and blue components of an input image. $I$ refers to intensity channel, $RG$ and $BY$ denote red/green, and blue/yellow channels respectively.

### 2.2. Image Sparse Representation

Sparse and redundant representation modeling of signals is a very effective way to describe the inner-structure of signal sources. Sparse coding along with dictionary learning has proven to be very successful in many image processing tasks such as face recognition [18], image denosing [19], and saliency detection [9]. The underlying idea behind sparse coding is that a vision system should be adapted based on statistics of the visual environment where it is supposed to operate [20]. As a supporting evidence for this theory, it has been shown that receptive fields (RF) of some neurons in V1 cortex resemble those RFs that are learned by sparse coding algorithm [21].

Using an $M \times c$ overcomplete dictionary matrix $D = [d_1, \cdots, d_c]$ that contains $c$ atoms, $d_i$, as its columns, it is assumed that an $M$-dimensional signal $x$ can be represented as a sparse linear combination of these atoms. Usually, the representation of $x$ is approximate, $X \approx D \alpha$, satisfying $\|X - D\alpha\|_2 \leq \epsilon$ where $\|\cdot\|_2$ is the $l_2$ norm, $\epsilon$ is a prescribed tiny positive number, and the $\alpha$ denotes the representation coefficients of the signal $X$. If $M \geq c$ and $D$ is full-rank matrix, an infinite number of solutions are available for the representation problem, so constraints on the solution must be set. The solution with the fewest number of non-zero coefficients is certainly an appealing representation. Therefore, the sparsest representation is the solution of

$$
\min \frac{1}{2} \|X - D\alpha\|_2^2 + \lambda_1 \|\alpha\|_1
$$

(2)

where $\|\cdot\|_1$ is the $l_1$ norm and $\lambda_1$ is a regularization parameter. To learn the dictionary $D$, considering a training set of $n$ data samples $Y = [y_1, y_2, \cdots, y_n]$ in $\mathbb{R}^{m \times n}$ an empirical cost function $g_y(D) = \frac{1}{n} \sum_{i=1}^{n} l(y_i, D)$ is minimized, where $l(y_i, D)$ is:

$$
l(y_i, D) = \min_{\alpha \in \mathbb{R}^c} \frac{1}{2} \|y_i - D\alpha\|_2^2 + \lambda_1 \|\alpha\|_1
$$

(3)

There are many optimization methods to resolve the question (3) such as the maximum likelihood, method of optimal directions, maximum a-posteriori [22], and k-singular vector decomposition [23]. Further details can be referred to the papers mentioned above.

In this paper, to learn a dictionary for image representation, we extracted 800,000 image patches, $8 \times 8$ resolutions and each sub channel of $I$, $RG$, and $BY$, from 2000 randomly selected color images from various nature scenes. Each atom of the dictionary is a 64 dominations vector.

After dictionary learning, image sparse representation is as follows: Given an input image, it is first resized to $2^w \times 2^w$ pixels where patch size $w$ is selected in a way that $2^w$ is divisible to $w$ [20]. Let $B = \{b_1, b_2, \ldots, b_n\}$ denote the set of linearized image patches with nonoverlapping. And then, the sparse codes of each patch are computed with the learned dictionary above using OMP algorithm [24]. Finally, all of the sparse codes of each patch can make up the sparse representation of the image. For example, an image with $256 \times 256$ pixels can be divided into $1024 \times 8 \times 8$ image patches with nonoverlapping, and a $200 \times 1024$ matrix can be attained for image sparse representation in one color channel.

### 2.3. Local Saliency Detection

Local visual saliency computes local contrast among pixels of the image. The underlying hypothesis is that fixation is attracted by high-contrast image details. Guided by the well-established computational architecture of Koch and Ullman et al. [4], we adopt the center-surrounding framework to compute the local saliency of each patch in the image. A problem with the computation of local contrast is that its value is highly scale-dependent. This yields the
unwanted side effect that textured regions may have high local contrast on a small scale, whereas they are not salient when observed at larger scale due to their highly predictable regular structure. To avoid this problem, mean local saliency is computed over a range of spatial scales. Local saliency in our model is the average dissimilarity between a center patch \( i \) and its \( M \) patches in a surrounding rectangular neighborhood. Considering various spatial scale, we calculate the local saliency of down-sampled images from the original image and then take the average as the final local saliency:

\[
SL^c(x_i) = \frac{1}{M} \sum_{j=1}^{M} \frac{1}{\rho_{ij}^c}
\]

\[
SL^c(x_i) = \frac{1}{L} \sum_{i=1}^{L} SL^c(x_i)
\]

(4)

where \( M \) is the number of surrounding patches of center patch \( i \). \( L \) denotes the scale factor and \( L \) usually is set to 3. \( \rho_{ij} \) is the Euclidean distance between the center patch \( i \) and the surrounding patch \( j \).

2.4. Global Saliency detection

It often happens that some uniformly textured salient objects would appear in the image. Although, most of traditional methods which use center-surrounding framework are able to detect the small salient object, but they are apt to fail in a homogeneous region so that they result in blank holes and only borders of salient objects. To solve this problem, we propose our global saliency detection method. There are two factors which are considered for evaluating the global saliency: the dissimilarities between image patches just like in local saliency detection, and their spatial distance of each patch from the center of the image because of the central bias as stated in [25]. With the increasing of the distance between a patch and the center, the saliency of the patch should be appropriately decreased. Global saliency is then defined as follows:

\[
SG^c(x_{center}) = \frac{1}{N} \sum_{j=1}^{N} \left( \frac{1}{\rho_{ij}^c} \times \frac{1}{1 + \text{dist}(x_i, x_{center})} \right)
\]

\[
SG^c(x_i) = \frac{1}{L} \sum_{i=1}^{L} SL^c(x_i)
\]

(5)

where \( N \) is the number of all patches of the image. \( L \) denotes the scale factor and \( L \) usually is set to 3. \( \rho_{ij} \) is the Euclidean distance between the patch \( i \) and the another patch \( j \) in the image. \( \text{dist}(x_i, x_{center}) \) denotes the distance between patch \( i \) and the center patch of the image.

2.5. Fusion of Saliency maps

Global saliency and local saliency are normalized similar to [20] and combined as follows:

\[
SL(x_i) = \sum_{c \in \{RG,BF\}} \frac{1}{\rho_{ij}} \quad (SL^c(x_i))
\]

\[
SG(x_i) = \sum_{c \in \{RG,BF\}} \frac{1}{\rho_{ij}} \quad (SG^c(x_i))
\]

(6)

where \( \odot (\bullet) \) denotes normalized operation. \( SL(x_i) \) and \( SG(x_i) \) refer to local saliency and global saliency respectively. The final visual saliency can be defined as

\[
\text{Sal}(x_i) = \alpha \times SL(x_i) + (1 - \alpha) \times SG(x_i)
\]

(7)

where \( \alpha \) denotes a constant from 0 to 1.
3. Results and Analysis

The experiments are conducted on the ImgSal dataset of about 235 images provided by Lijian [16] and the AIM dataset provided by Bruce [26]. Images in the ImgSal database are divided into 6 categories which include 50 images with large salient regions, 80 images with intermediate salient regions, 60 images with small salient regions, 15 images with cluttered backgrounds, 15 images with repeating distractors, 15 images with both large and small salient regions, and their resolution is 480×640 pixels. The AIM dataset contains 120 color images and their resolution is 511×681 pixels. In our experiments, for computing visual saliency the size of image patches is commonly 8×8 pixels and alpha is 0.5 for the final saliency.

We evaluate the performance of saliency detection algorithms both qualitatively and quantitatively by comparison to human observers. For the former, we essentially compare the saliency map to the original image with eye movement tracking density map. For the latter, we have used freely available human fixation data as ground truth to quantitatively evaluate the algorithms. ROC curve and ROC score (area under the ROC curve, AUC) are adopted to measure their performance.

In order to validate the superiority of our proposed method, we compare our method with the state-of-the-art methods, which are hypercomplex Fourier transform (HFT) based method [16], saliency using natural statistics (SUN) base model [9], image signature (IS) based method [11], and the method exploiting image patch rarities (IPR) for saliency detection [20].

For qualitative assessment, we show saliency maps of methods mentioned above and our algorithm in Figure 3.

![Figure 3](image-url)

Figure 3. Comparison of saliency maps generated by using SUN, IS, IPR, HFT and our approach. (a) original images; (b) eye movement fixation density map; (c) saliency maps obtained using SUN; (d) saliency maps generated using IS; (e) saliency maps obtained using IPR; (f) saliency maps obtained using HFT; (g) saliency maps generated using our approach.
As shown in Figure 3(a), we choose six representative images which are from six categories images in the ImgSal dataset (the first six rows) and three representative images from AIM dataset (the last three rows) respectively. Figure 3(b) shows the eye movement tracking desity maps of the nine images. For SUN based saliency maps as shown in Figure 3(c), some saliency objects can not be detected and some big salient object can not be detected completely, such as in the sixth row of Figure 3(c). For IS saliency maps as shown in the fourth row of Figure 3(d), some parts of the background usually show low contrast with the highlighted salient object region. As shown in Figure 3(e), saliency maps of IPR highlight the edges of salient objects. The same cases appear in Signature model as Figure 3(f). As compared to these results, it is easy to see that our method (Figure 3(g)) provides visually acceptable saliency, which is consistent with human visual attention. Compared with the other five approaches, our approaches show more robust performance on all of six images and more consistency with human fixation.

For quantitative assessment, the fixation ROC curves and ROC score for SUN, IS, IPR, HFT and our method are shown in Figure 4 and Table 1. In Figure 4, a comparison with ROC curves is illustrated. It is clear that the proposed method results in better performance than others. This is due to the fact that the local saliency and global saliency complement each other quite well. In Table 1, the ROC scores (area under the ROC curve, AUC) are shown, we can see that our proposed method attains the highest average AUC value in all the five methods. It is shown that our method is more consistent with human visual attention than others. However, for images with repeating distractors (C4 classification in Table 1), the AUC value of our proposed method is less than HFT method. The main reason is likely due to the poor sparse representation of repeating distractors in our proposed method.

![Figure 4. ROC curves of SUN, IS, IPR, HFT and our proposed method](image)

<table>
<thead>
<tr>
<th>Methods</th>
<th>SUN</th>
<th>IS</th>
<th>IPR</th>
<th>HFT</th>
<th>Our model</th>
</tr>
</thead>
<tbody>
<tr>
<td>Overall ROC score</td>
<td>0.68026</td>
<td>0.74853</td>
<td>0.73426</td>
<td>0.80529</td>
<td>0.81003</td>
</tr>
<tr>
<td>C1 ROC score</td>
<td>0.67808</td>
<td>0.74301</td>
<td>0.74426</td>
<td>0.81388</td>
<td>0.82565</td>
</tr>
<tr>
<td>C2 ROC score</td>
<td>0.68148</td>
<td>0.77037</td>
<td>0.75142</td>
<td>0.81026</td>
<td>0.82084</td>
</tr>
<tr>
<td>C3 ROC score</td>
<td>0.70839</td>
<td>0.77148</td>
<td>0.74819</td>
<td>0.80561</td>
<td>0.81605</td>
</tr>
<tr>
<td>C4 ROC score</td>
<td>0.60584</td>
<td>0.70308</td>
<td>0.63733</td>
<td>0.79505</td>
<td>0.75537</td>
</tr>
<tr>
<td>C6 ROC score</td>
<td>0.63503</td>
<td>0.78289</td>
<td>0.78706</td>
<td>0.84449</td>
<td>0.85656</td>
</tr>
<tr>
<td>C5 ROC score</td>
<td>0.71279</td>
<td>0.80063</td>
<td>0.77491</td>
<td>0.84519</td>
<td>0.83916</td>
</tr>
<tr>
<td>AIM ROC score</td>
<td>0.67484</td>
<td>0.70927</td>
<td>0.71532</td>
<td>0.77678</td>
<td>0.79556</td>
</tr>
</tbody>
</table>
All experiments are performed on a personal computer with 2.66 GHz duo core CPU and 2GB RAM using MATLAB 2008a implementation of the five approaches. Table 2 shows the average processing time of single image on the two database using SUN, IS, IPR, HFT and our approach, respectively. We can see from Table 2 that our approach achieves the higher computational efficiency. Although our method is not the fastest, compared with Signature method and HFT method, our proposed algorithm is better in performance than others.

<table>
<thead>
<tr>
<th>Methods</th>
<th>SUN</th>
<th>IS</th>
<th>IPR</th>
<th>HFT</th>
<th>Our model</th>
</tr>
</thead>
<tbody>
<tr>
<td>Average processing time</td>
<td>4.364</td>
<td>0.538</td>
<td>2.223</td>
<td>0.866</td>
<td>1.154</td>
</tr>
</tbody>
</table>

4. Conclusion

In this paper, we have presented a framework for saliency detection in static images. In our formulation, bottom up saliency models as the combination local saliency with global saliency. The proposed algorithm is simple and computationally efficient, and proved to perform better compared with most of the state-of-the-art methods. We do not deny that for images with repeating distractors, the proposed method is not better performance than the saliency model HFT. This paper considers only the static images without considering the saliency maps of video sequences. Future work will take moving information into this framework.
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