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Abstract
To solve task decomposition of multi-expert system, agent-based task decomposition model and algorithm based on dependency is introduced. Firstly, AND/OR dependency graph for operation set is presented. Formal description of task decomposition based on With AND/OR dependency graph, is proposed. Secondly, task decomposition algorithm based on operation dependency is analyzed to solve communication among agents. Analysis of algorithm performance and instance are discussed, collaboration work flow between expert agents are analyzed and can solve the collaboration problem among expert-agents very well. For illustration, expert system for oil-gas reservoir protection is utilized to verify the effectiveness of the method. Finally, multi-expert system based on our proposed algorithm shows that our proposed model has good time and space efficiency, and support task dynamic decomposition and can effectively solve the collaboration of experts in the multiple-expert system and improve the accuracy of inference.
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1. Introduction
Reservoir protection expert system mainly consists of five subsystems, such as reservoir sensitivity evaluation, potential damage, reservoir damage diagnosis, reservoir damage prediction and reservoir damage processing. Each subsystem is a expert system and they need to share knowledge and collaborative work among each subsystems [1-2]. Thus, single expert subsystem has not met the requirements of large-scale knowledge processing in oilfield reservoir protection. Therefore, many expert subsystems are needed to together build an intelligent comprehensive multiple-expert system to solve practical problems [3-5].

Multi-agent system (MAS) is composed of various agents which have simply structure and independent functions, which can organize and coordinate many intelligent agents to complete a common task. More and more computer systems can be taken as various, autonomous agents. With the coordination and collaboration of agents, the whole computer system can work better and better. In distributed and open multi-agent system, firstly, tasks are decomposed into multi-subtasks, then the subtasks are allocated to agents to be executed.

Task composition, allocation and task scheduling are important research issues in MAS. Conceptual model based on role is presented in [6]. Heuristics algorithm [7] converts task decomposition problem into two simple problems: (1) Heuristics algorithm is used to generate operation set which satisfied task constraint condition; (2) The operations generated by the prior step are allocated to execution units. In this paper, in order to formalize the dependence relations of operations, the concept of and-or dependency graph is introduced, then a construction algorithm of and-or dependency graph is put forward. An applied instance of the algorithm shows that the algorithm has good time and space efficiency, and support task dynamic decomposition.

2. AND/OR Dependency Graph for Operation Set
Definition 1: Task is represented as $T = \langle K, A, P, I, G \rangle$.
Where
K is a knowledge set in a problem which includes initial condition, global data, local data, all objects and intermediate results; 
A is an operation set, which can get corresponding output result and by which the given tasks can be finished.
P is a set of task-executive agents;
I is an initial condition of the task which is ready for execution and is the subset of K.
G is an object set, which includes the results from the completed task, and is the subset of K.
C and G have defined the tasks. K, O, P have defined the environment in which tasks can be executed.

Definition 2: AND/OR graph for operation set is a digraph, which can be rewritten as a triple (N, Eor, Eand).
Where N is a node set which represents operation set of task.

\[ E_{or} \subseteq N \times N, E_{and} \subseteq N \times N \]
is an edge set which is used to represent dependency relationship among operations.

\[ <a_i, a_j> \in E_{or} \]
describes that node, \( a_i \), depends on \( a_j \) in OR way, \( <a_i, a_j> \in E_{and} \)
describes that node, \( a_i \), depends on \( a_j \) in AND manner.

Definition 3: \( \{a_i | <a_i, a_j> \in E_{or} \} \) is called as OR dependency set of operation, \( a_i \), where Eor is Or connection edge set in AND/OR dependency graph (A, Eor, Eand). Node, \( a_i, a_j \) is respectively an element of node set, A.

Definition 4: \( \{a_i | <a_i, a_j> \in E_{and} \} \) is called as AND dependency set of operation, \( a_i \), where Eand is And connection edge set in AND/OR dependency graph (A, Eor, Eand). Node, \( a_i, a_j \) is respectively an element of node set, A.

Consider task, \( T_i = <K, A, P, I, G> \) . where:
\[ K = \{k_{i_0}, k_{i_1}, \ldots, k_{i_n} \}, \]
\[ I = \{k_{i_0}, k_{i_2}, k_{i_3}, k_{i_4} \}, \]
\[ G = \{k_{i_5}, k_{i_6} \}, \]
\[ A = \{a_1, a_2, a_3, a_4, a_5 \}. \]
Input information and output information for each operation is shown in Table 1.

Table 1. Input information and output information for each operation

<table>
<thead>
<tr>
<th>Operation</th>
<th>Input information</th>
<th>Output information</th>
</tr>
</thead>
<tbody>
<tr>
<td>a_1</td>
<td>{k_{i_0}, k_{i_1}, k_{i_2}, k_{i_3} }</td>
<td>{k_{i_4} }</td>
</tr>
<tr>
<td>a_2</td>
<td>{k_{i_0}, k_{i_1}, k_{i_2}, k_{i_4} }</td>
<td>{k_{i_5} }</td>
</tr>
<tr>
<td>a_3</td>
<td>{k_{i_0}, k_{i_3}, k_{i_4} }</td>
<td>{k_{i_6} }</td>
</tr>
<tr>
<td>a_4</td>
<td>{k_{i_0}, k_{i_2}, k_{i_4} }</td>
<td>{k_{i_7} }</td>
</tr>
<tr>
<td>a_5</td>
<td>{k_{i_0}, k_{i_1}, k_{i_5} }</td>
<td>{k_{i_8} }</td>
</tr>
</tbody>
</table>

Figure 1. AND/OR dependency graph for operation
AND/OR dependency graph for each operation of T1 is illustrated in Figure 1. The sign, a0 represents the whole task, AND dependency relationship is depicted by a short segment of arc.

3. Task Decomposition Model Based on AND/OR Dependency Graph

3.1. Task Decomposition Model

In MAS, the main aim of task decomposition is that the task to be processed, T, are decomposed into multiple high parallelism subtasks \( t_1, t_2, \ldots, t_s \). The decomposed subtasks together complete the general task in the shortest time with the following conditions: (1) Only if all operations get necessary input information, they begin to perform. (2) All knowledge will be obtained in the target.

To discuss conveniently, firstly, Let set \( T = \{t_1, t_2, \ldots, t_s\} \) be a decomposition of task T, where \( t_i =< K_i, A_i, P_i, I_i, G_i > \) is decomposed subtask. \( K_i \) is subset of knowledge set, \( A_i \) is subset of operation set, \( P_i \) is subset of task-executive agents set, \( I_i \) is input knowledge set of \( A_i \), \( G_i \) is output knowledge set of \( A_i \), the time to complete the task is represented by \( C(T) \).

Obviously, task decomposition problem for MAS has the following constraints:
Constraint 1: each subtask has one operation at least, that is to say, \( |A_i| \geq 1 \). The constraint ensures the subtasks are not idle.
Constraint 2: define subtask scale factor as \( k = \frac{\text{maximum subtask scale}}{\text{minimum subtask scale}} \), k is determined according to the time spent by operation set of subtasks to ensure the load balance of each agent.
Constraint 3: the number of subtasks, \( s \), should be in value interval \( [s_1, s_2] \), that is to say, \( s_1 \leq s \leq s_2 \).
Constraint 4: If \( k_i \) is not shared knowledge, operation \( a_j \) containing \( k_i \) belongs to \( t_i \), then \( K_i \) belongs to subtask \( t_i \).
Constraint 5: If operation \( a_j \) containing non-shared knowledge \( k_i \), and \( a_j \) does not belong to subtask \( t_i \), then \( k_i \) does not belong to subtask \( t_i \).
Constraint 6: Each operation \( a_j \) can be performed once at most.
Constraint 7: Output union of all subtasks operation sets must cover target set.
Constraint 8: Each operation \( a_j \) can only be performed when its input knowledge is satisfied.

As a result, task decomposition problem changes into the problem of finding the minimum of \( C(T) \) with satisfying all constraints from 1 to 8.

3.2. Task Decomposition Algorithm Based on Operation Dependency

From the preceding analysis, we can draw a conclusion that if operation set of the task can be constructed to a AND/OR dependency graph according to dependence relationship, then task decomposition problem can be changed to the problem of finding the optimal solution by searching AND/OR graph. Based on the above-mentioned conclusion, three algorithms of problem solving are proposed, such as the algorithm for constructing AND/OR dependency graph, dependency algorithm, subtask generating algorithm. The three algorithms are depicted in detail as follows:

Algorithm 1: the algorithm for constructing AND/OR dependency graph
1. Take original task as initial node \( a_0 \) and choose node \( a_0 \) as current node;
2. Extend the current node according to input knowledge and output knowledge of each operation in operation set A;
3. Set the pointer of child node to its parent node;
4. Choose appropriate child node as current node, repeat step (2) and (3) until all operation nodes are created.

Algorithm 2: Dependency set generating algorithm according to AND/OR dependency graph
For each node, a, in AND/OR dependency graph do
    IF out-degree of a = 0 Then
      Begin
        AND dependency set and OR dependency set is made empty;
      End
    Else
      Begin
        AND dependency set of a can be represented as \{a_i | <a_i, a_j> \in E_{and}\};
        OR dependency set of a can be represented as \{a_i | <a_i, a_j> \in E_{or}\};
      End
  Algorithm 3: Breadth-first task decomposition algorithm based on AND/OR dependency graph

Let, Graph, be AND/OR dependency graph of the task, let ,G, be target knowledge set of the task. $A^*$ represents feasible operation set for decomposition, $S$ is used to store node set.

Repeat
  1) Find all nodes that their out-degree is equal to zero in Graph;
  2) Sort all nodes that their out-degree is equal to zero by output knowledge and obtain sequence S;
  3) Output operations which have the same knowledge of S and reserve minimum height operations;
  4) For each operation in S, if its output knowledge is in other operations of S, then delete the operation.
  5) For i=1 to |S| do
      Begin
        If output knowledge set in $S_i \subseteq G$ then
          Begin
            Add $s_i$ to $A^*$, and delete all knowledge obtained by $s_i$ in G;
          End
        End
        If $s_i$ and its dependency operations are not in $A^*$, then add the operations to $A^*$;
      End
  6) Delete each node that its out-degree is equal to zero and its edge relationship.
Until ($|\text{Graph}|=0 \text{ or } |G|=0$)

4. Analysis of Algorithm Performance and Instance

The task decomposition process is shown in Table 2. AND/OR dependency graph of Operation set constructed by algorithm 1 is illustrated in Figure 2.

<table>
<thead>
<tr>
<th>Step</th>
<th>Output operation subset</th>
<th>Current target</th>
<th>Current parallel operation</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>(a1)</td>
<td>(k6, k7, k8, k10)</td>
<td>(a1)</td>
</tr>
<tr>
<td>2</td>
<td>(a2, a4, a8, a11, a12)</td>
<td>(k7, k10)</td>
<td>(a8, a11) or (a8, a12)</td>
</tr>
<tr>
<td>3</td>
<td>(a3, a7, a9)</td>
<td>(k7, k10)</td>
<td>{}</td>
</tr>
<tr>
<td>4</td>
<td>(a5, a6)</td>
<td>(k10)</td>
<td>(a5) or (a6)</td>
</tr>
<tr>
<td>5</td>
<td>(a10)</td>
<td>{}</td>
<td>(a10)</td>
</tr>
</tbody>
</table>

As shown in Table 3, Our proposed method has the following advantages compared with tradition method: (1) In our proposed method, all parallel-execution operation set can be obtained by decomposition each time; (2) Our proposed method supports dynamic task decomposition; (3) Iterations in our proposed method are performed according to hierarchy, many operations are in a hierarchy, so the algorithm has good time efficiency [8].
Figure 2. AND/OR dependency graph

<table>
<thead>
<tr>
<th>Comparison result</th>
<th>Our proposed algorithm</th>
<th>Tradition algorithm</th>
</tr>
</thead>
<tbody>
<tr>
<td>Time-complexity</td>
<td>The number of the loop are linear with levels of the graph</td>
<td>The number of the loop are linear with operations</td>
</tr>
<tr>
<td>Result of algorithm</td>
<td>All parallel operation sets</td>
<td>A parallel operation set</td>
</tr>
<tr>
<td>Operation parallel</td>
<td>Yes</td>
<td>No</td>
</tr>
</tbody>
</table>

5. Implementation of Multiple Expert Systems for Oil-Gas Reservoir Protection

5.1. Sub-System Function of Multiple Expert Systems for Oil-Gas Reservoir Protection

Multi-agent technology is introduced into expert system to make expert system have better capability of interaction and autonomy. Each expert system has own knowledge about some field, own special knowledge representation and all kinds of reason methods [9]. This makes single expert system not only independently solve some problems, but also solve cross-field problems with other expert system. This expert system has the character of autonomy and sociality of agent technology, so the expert system can be taken as a expert agent [10-14]. There are many expert agents in the system, Therefore, multiple expert systems for oil-gas reservoir protection can be looked as a multi-agent system.

Expert systems for oil-gas reservoir protection mainly consist of the following five subsystems: reservoir sensitivity prediction sub-system, reservoir potential damage sub-system, reservoir damage diagnosis sub-system, reservoir damage prediction sub-system and reservoir damage processing sub-system.

5.2. Collaboration Work Flow between Expert Agents

According to different feature of field knowledge and basic idea of task assignment, expert Systems for oil-gas reservoir protection reasonably decompose general task into many sub-tasks such as reservoir sensitivity prediction sub-system, reservoir potential damage sub-system, reservoir damage diagnosis sub-system, reservoir damage prediction sub-system and reservoir damage processing sub-system, which are overlapping and can be completed by different sub-expert system. Each sub-system can be decomposed to form a tree structure. Each branch may have multiple solutions, therefore, there exists a set which includes many solutions. Invalid solutions need to be deleted in order to get feasible solutions.

In this expert system, each expert agent can independently complete solving a particular problem. If expert agent is able to complete the task proposed by users, then it puts
the task into its own task queue and start its own expert system to reason and solve the task, otherwise it puts the task into the delegation task queue, distributes the task to the experts in friend database and begins to negotiate. The collaboration process based on contract net is shown in Figure 3.

5.3. Sub-Expert Agent Structure Based on Blackboard Model

Each sub-agent includes its own independent knowledge base, reasoning machine, local blackboard, knowledge acquisition component, and etc [15-17]. Their main task is to maintain its own knowledge base, then, reason and design in terms of design task document and its own knowledge on the global blackboard, finally, return the final result to users after completing task. Sub-agent structure is illustrated in Figure 4.
Expert agent not only has the main functions of expert system, but also has relevant features of agent. The new functions in expert agents make the collaboration among multi-expert agents more convenient.

Learning module makes expert agent have intelligence, it can acquire new knowledge through user interface and update knowledge base in time with combining intermediate collaboration result in database. Local blackboard includes communication module and task processing module [18], which are controlled by a master module. Task queue includes local task queue, collaboration task queue and delegation task queue. Local task queue stores the tasks which can be solved by local agent, collaboration task queue stores the tasks which are asked for by other expert agents, and delegation task queue stores the tasks which local agents need other agents to cooperatively solve.

5.4. Implementation of Embedding XML in KQML

In KQML content layer, KQML format is not fixed which can be written in different language. In general, program language in the content is determined in language domain. The program language representing knowledge sharing must be able to express a behavior, an element and object. XML embedded in KQML makes the content written by XML easier to analyze semantics. XML document type is tree structure, a node has many child nodes. In the system, when agent 1 needs to send a message to agent 2, the message written by XML is embedded in KQML content layer, then is packed into XML document. Agent 2 parses the received message. If agent 2 needs to response, it packs the answer into a XML document which will be sent to agent 1. The message format of embedding XML in KQML is as follows:

KQML message format:
( ask-one
  :sender Agent1
  :receiver Agent2
  :reply-with id0
  :in-reply-with id1
  :language Prolog
  :ontology expert
  :content )

XML format:
<?xml version="1.0" encoding="utf-8"?>
<Message xmlns:xsd="http://www.w3.org/2001/XMLSchema"
  xmlns:xsi="http://www.w3.org/2001/XMLSchema-instance">
  <Performative>ask-one</Performative>  //KQML operation
  <Sender>Agent1</Sender>  //KQML sender
  <Receiver>Agent2</Receiver>  //KQML receiver
  <in-reply-to>id0</in-reply-to>
  <reply-with>id1</reply-with>
</Message>

5.5. Results and Discussions

Multiple expert system can improve the ability and affectivity of solving problems [5]. Incomplete knowledge and correlation knowledge between each expert subsystem make cooperative task problems become an important issue in the research of multiple expert system [6]. Multiple-expert system needs to solve some specific problems as follows: task decomposition and assignment, knowledge transfer, conflict processing and work status change of each expert subsystem.

The maturity of the agent theory and the advent of intelligent agent and multi-agent system have provided a new method for cooperative work of expert system of oilfield reservoir protection. The expert system of oilfield reservoir protection can be taken as a complicated problem which can be decomposed into many simple subproblems, (or subsystem). The subproblems (subsystems) can be cooperatively worked by multi-agent system to attain the solution of the complicated problem. Cooperative work of expert system is the key of expert systems, but task decomposition is the basis of Cooperative work, therefore, it is highly significant to make a research on based-agent task decomposition model of multiple expert systems for oil-gas reservoir protection.
6. Conclusion

Task decomposition has become one of important issue in multi-agent system. Multi-agent technology is introduced to expert systems for oil-gas reservoir protection to provide a new method to achieve task decomposition, to implement the collaboration among multi-experts by point-to-point blackboard mechanism. In this paper, task decomposition algorithm based on AND/OR dependency graph is proposed. The proposed method is applied to expert systems for oil-gas reservoir protection to verify that our proposed model has good time and space efficiency, and support task dynamic decomposition and can effectively solve the collaboration of experts in the multiple-expert system and improve the accuracy of inference. The next work is to research on learning mechanism of agent to improve learning ability of agent.
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