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Abstract

Network cascading failure can result in a congestion regime with degradation in the network performance. When cascading failure occurring, the network traffic will be rerouted to bypass malfunctioning routers, eventually leading to an avalanche of overloads on other routers that are not equipped to handle extra traffic, which lots of failure models have been constructed to investigate how a small shock can trigger avalanches mechanisms affecting a considerable fraction of the network. In this paper, based on our AHP network cascading model, we have estimated how the efficiency will be affected when coefficients of K, S, T changed, we find the fact that the network efficiency of BA network is determined by its attacked types, and the efficiency is largely influenced by the attacked types of K and S, and under the same number of failure node, the efficiency under attacks of types T and I are relatively higher than that of the efficiency under attacks of types S and K, and the importance I is largely determined by the proportion of T, when the node failure number is equal, the higher proportion of T, the higher efficiency it is under I type attacks. We also tabled some proposals for reducing the damage that the networks suffered from the cascading failures.
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1. Introduction

In many real networks, one or a few nodes or edges failures, caused by random failures or deliberate attacks, will eventually leading to a considerable number of nodes or network crashes, which is called cascading failures, and there have been a lot of research about network attacks and the protection approaches[1]. The typical example is the North American Blackout. A great deal of efforts had been devoted into the improvement of network reliability, but large-scale cascading network failures occur constantly. Therefore, it is necessary to prevent and control the cascading failures in the networks, and explore the efficiency of the network under different types of attacks.

Current networks such as the World Wide Wed[1-2], the Internet, airplanes connection networks, and some biological systems, are different from random networks and all share the same property of having a power-law degree distribution \( P(k) \sim k^{-\lambda} \) with an exponent \( \lambda \) that ranges between 2 and 3. Networks with power-law degree distribution have been named scale-free networks, which carry with them a well-recognized strength-tolerance of random failures. But they are particularly susceptible to failure of specific nodes that are highly connected and if such removals occur, the network will disintegrate rapidly[3-5]. In fact, although most failures emergence and dissolve locally, largely unnoticed by the rest of the world, a few trigger avalanche mechanisms that can have effects over the entire networks.

In this paper, we analyzed the efficiency of the BA network under different types of attacks as the alteration of node failure rate. Based on the initial experiment, we explored how the efficiency of BA network will be influenced by different types of attacks when the node importance I was calculated by K, S, T under four cases of coefficient.

The remainder of this paper is organized as follows: In the next section, we will introduce the related work; in section 3, we will show how to set up the elements coefficients in our AHP model [6]; in section 4, we will present the simulation results. Finally, the conclusion is drawn in section 5.
2. Related work

Lots of interest has been focused on the studies of the consequences of different types of failures both on scale-free models and on real-world networks [7–9] to protect existing networks, and to locate the most critical nodes in order to reduce their criticality. The robustness of networks to the removal of nodes or arcs, due either to random breakdowns or to intentional attacks, has been studied in [10–13], which have focused only on the static properties of the network showing that the removal of a group of nodes altogether can have important consequences. In [11], Paolo proposed a cascading network model to show how the network is influenced by network failures.

In Ref. [11], Crucitti proposed a cascading network model to show how the network is influenced by network failures. In his model each node is characterized by a given capacity $C_i$ according to the tolerance parameter $\alpha$, and every node has the same tolerance parameter $\alpha$ which is determined by the node importance. He also applied the model to the Italian electric power grid [6].

In Crucitti’s cascading model, a generic communication/ transport network can be represented by a weighted undirected graph $G$, with $N$ nodes and $M$ arcs, and $G$ is described by an $N \times N$ adjacency matrix $[e_{ij}]$. If there is an arc between node $i$ and node $j$, the entry $e_{ij}$ is the value, ranging in $(0,1]$, attached to the arc; otherwise $e_{ij}=0$. The $e_{ij}$ is a value of the path along the arc, and the smaller $e_{ij}$ is, the longer it takes to exchange a unitary packet of information along the arc between $i$ and $j$. Initially, at time $t=0$, for all the existing arcs, the $e_{ij}=1$, meaning that all the transmission lines are functioning equally. The model consists of a rule for the time evolution of $[e_{ij}]$ that mimics the dynamics of flow redistribution following the breakdown of a node.

In order to define the network efficiency [10], it assumes that any couple of nodes takes the most efficient path to communicate with each other, and the efficiency of a path is the so-called harmonic composition of the efficiencies of the component arcs. The $\varepsilon_{ij}$ is defined as the efficiency of the most efficient path between $i$ and $j$, and matrix $[\varepsilon_{ij}]$ is calculated by means of the algorithms used in Ref. [14]. With the knowledge of the path efficiency between any couple of the nodes $i$ and $j$, we can calculate the average efficiency of the network by

$$E(G) = \sum_{i \neq j \in G} \varepsilon_{ij} / [N(N-1)]$$

which is a measure of the performance of $G$ at a given time.

$C_i$: the capacity defined as the maximum load that node can handle.

$L_i(t)$: the load on node $i$ at time $t$, which is the total number of most efficient paths passing through $i$ at time $t$ [11].

The capacity $C_i$ of node $i$ is proportional to its initial load: $L(0)$, $C_i = \alpha L_i(0), i = 1,2,...,N$, where $\alpha > 1$ is the tolerance parameter of the network. The initial removal of a node, simulating the breakdown of an Internet router, starts the dynamics of redistribution of flows on the network. The initial removal of a node, simulating the breakdown of an Internet router, starts the dynamics of redistribution of flows on the network. The removal of a node will change the most efficient paths between the node pairs and consequently the redistribution of the loads, resulting overloads on some nodes. At each time $t$ the efficiency of an arc is changed by the following iterative rule:

$$e_{ij}(t+1) = \begin{cases} 
    \frac{e_{ij}(0) L_i(t)}{C_i}; L_i(t) > C_i \\
    e_{ij}(0); L_i(t) \leq C_i 
\end{cases}$$

(1)

where $j$ is all the first neighbors of $i$. Following rule (1), if at time $t$ a node $i$ was congested, the efficiency of all the edges passing through it will be reduced, as a result, the traffic (information) will take the new most efficient paths as the alternative one, which is a softer, and in some degree, a more realistic situation. But his model has some limits:

1) It will be a waste to assign every node with the same tolerance parameter $\alpha$, when the network resource is finite.
2) Node importance should take account to multi-element instead of the single element of node degree.

In [6], we proposed an improved resource allocation model based on AHP[15] to analysis the efficiency of the network when it is under cascading failures caused by different types of attacks. The contributions of our model are mostly as follows:

1) We allocated nodes with different tolerance parameter $\alpha$ based on the node importance $I$ to allocate the $C_i$

2) The importance $I$ of a node is determined by three elements: node degree $K$; the number of the shortest paths $S$ through a node; the number of the shortest paths $T$ through the neighbor of a node.

3) We fixed every element a weight to compute $I$ by AHP theory.

In our improved model, first we will assume that the network resource $C_{all}$ is finite, which is a realistic assumption in the design of an infrastructure network, since the capacity cannot be infinitely large because it is limited by the cost. Secondly, we will assign every node with the capacity by its importance $I$, determined by three elements, and in this way, different node will be characterized by different tolerance parameter $\alpha$. The more important of the node, the more resource is allocated, which is consistent with the actual situation in the network. The correctness of the model has been proved in Crucitti’s paper. Since we only altered the parameter $\alpha$ by changing the way of the resource allocation in this model, which will not affect the validity of the original cascading model.

In our model, we have considered three different elements to determine the importance $I_i$ of a node $i$:

1) The degree $K_i$, i.e., the number of edges the node has.

2) $S_i$: the number of the shortest paths (over all pairs of nodes of the network) that pass through node $i$.

3) $T_i$: the number of the shortest paths that pass through all the neighbors of node $i$.

Weights of the three elements took account to determine the $I_i$ are calculate by AHP.

With the preference of alternative on each criterion, AHP can derive the appropriate weight for every element, and calculate the overall importance $I_i$ of node in Eq.(2).

$$I_i = w_1 K_i + w_2 S_i + w_3 T_i$$ \hfill (2)

Then the $C_i$ of every node can be calculated by Eq. (2) and (3), and the tolerance parameter of a node is Eq. (4)

$$C_i = L_i(0) + \sum_{j \in N} I_i L_j(0) (C_{all} - \sum_j L_j(0))$$ \hfill (3)

$$\alpha_i = \frac{C_i}{L_i(0)}$$ \hfill (4)

Based on our AHP network cascading model, we have investigated how the tolerance parameter $\alpha$ influenced the efficiency in BA and ER networks, and draw conclusions as follows:

1) In order to protect network from random attack, the nodes should be distributed with different tolerance parameter $\alpha$.

2) As the real network follows the power-law in BA network, assign different tolerance parameter $\alpha$ to the node may improve the efficiency of the network.

3) The importance of node $i$ in Ref. [6] is calculated by $I_i = 0.1047K_i + 0.6370S_i + 2583.0T_i$, and the simulation results shows that the maximum damage to the network is the deliberately attack of node removal based on type $K$, which is larger than the types of $T$ and $S$. In addition, under the node removal based on $I$, the network efficiency will be higher than that of Crucitti’s model if only the weight of $K$ will not be equal to 1. Therefore, in our model, the network efficiency affected by the change of the elements’ weights will be always higher than that of the original model.

In this paper, we will find how the efficiency will be affected when coefficients of $K$, $S$, $T$ changed
3. Computing the coefficients

We have described the AHP configuration process in [6], in this section, first we will give a short description again, and then we will set up four groups of different parameters for the correspondent K, S, T to calculate the node importance I.

3.1 The AHP configuration process

AHP is a well-studied, widely-applied technique in multi-criteria decision analysis [15], a field in decision theory. According to the decision maker’s preferences with regard to individual element [15], the AHP can provide a simple, yet systematic way to find the overall best weight for all elements.

First, AHP will model the decision problem as a decision hierarchy. Then, it will perform pair-wise comparisons of all elements, and it will specific the preference of one element over the other using a number for each comparison. The scale from 1 to 9 has proven to be the most appropriate [15], in which, when comparing criteria r to q, 1 means r and q are equally preferred, 3 means weak preference for r over q, 5 means strong preference, 7 means demonstrated (very strong) preference, 9 means extreme preference. The inverse values 1/3, 1/5, 1/7 and 1/9 are used in the reverse order of the comparison (q vs. r). Intermediate values (2, 4, 6, 8) may be used when compromise is in order. As we do in Table 1, where elements are compared based on their importance.

Although the entire matrix contains of 9 preferences, to computed the I, we only need to specify 3 of them—‘K vs. S’, ‘K vs. T’, and ‘S vs. T’. the weights of all elements, which are computed from the principal eigenvector of the preference matrix. With the preference of alternative on each criterion, AHP can derive the appropriate weight for every element, and calculate the overall importance I of node i in Eq.(2).

Then the Ci of every node can be calculated by Eqs. (2) and (3), and the tolerance parameter of a node is Eq. (4).

3.2 Computing the coefficients

In order to find out how the alteration of the coefficients will affect the network efficiency under different types of attacks, first, we will set K, S, T with equal importance to determine the node importance I as in comparison matrix 1.

Table 1. Comparison matrix 1

<table>
<thead>
<tr>
<th>Elements</th>
<th>K</th>
<th>S</th>
<th>T</th>
<th>weights</th>
</tr>
</thead>
<tbody>
<tr>
<td>K</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>0.3333</td>
</tr>
<tr>
<td>S</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>0.3333</td>
</tr>
<tr>
<td>T</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>0.3333</td>
</tr>
</tbody>
</table>

In comparison matrix 1, we assume that all the elements are equally preferred, so the correspondent value of I can be calculated as I=0.3333K+0.3333S+0.3333T.

Second, we make K is the most important element to determine the node importance I, and S is the less important element, while T is the lest important element. The correspondent value are set in comparison matrix 2.

In comparison matrix 2, first, we weakly prefer K over S, which means the value of K vs. S is 3, and S vs. K is 1/3. In addition, we strongly prefers S over T, which means S vs. T is 5, and T vs. S is 1/5. Further more we extremely prefer K over T, which means K vs. T is 9, and T vs. K is 1/9. Finally, the node importance can be calculated as

\[ I = 0.6716K + 0.2654S + 0.0629T \]

Table 2. Comparison matrix 2

<table>
<thead>
<tr>
<th>Elements</th>
<th>K</th>
<th>S</th>
<th>T</th>
<th>weights</th>
</tr>
</thead>
<tbody>
<tr>
<td>K</td>
<td>1</td>
<td>3</td>
<td>9</td>
<td>0.6716</td>
</tr>
<tr>
<td>S</td>
<td>1/3</td>
<td>1</td>
<td>5</td>
<td>0.2654</td>
</tr>
<tr>
<td>T</td>
<td>1/9</td>
<td>1/5</td>
<td>1</td>
<td>0.0629</td>
</tr>
</tbody>
</table>
Similarly, we make $S$ is the most important element to determine the node importance $I$, and $T$ is less important element, while $K$ is the lest important element. The correspondent values are set in comparison matrix 3.

In comparison matrix 3, first, we extremely prefer $S$ over $K$, which means the value of $S$ vs. $K$ is 9, and $K$ vs. $S$ is 1/9. In addition, we strongly prefers $S$ over $T$, which means $S$ vs. $T$ is 5, and $T$ vs. $K$ is 1/5. Further more we weakly prefer $T$ over $K$, which means $T$ vs. $K$ is 3, and $K$ vs. $T$ is 1/3. Finally, the node importance can be calculated as $I=0.0627K+0.7596S+0.1777T$.

<table>
<thead>
<tr>
<th>Table 3. Comparison matrix 3</th>
</tr>
</thead>
<tbody>
<tr>
<td>Elements</td>
</tr>
<tr>
<td>----------</td>
</tr>
<tr>
<td>K</td>
</tr>
<tr>
<td>S</td>
</tr>
<tr>
<td>T</td>
</tr>
</tbody>
</table>

Finally, we make $T$ is the most important element to determine the node importance $I$, and $K$ is the less important element, while $S$ is the lest important element. The correspondent value are set in comparison matrix 4.

In comparison matrix 4, first, we weakly prefer $K$ over $S$, which means the value of $K$ vs. $S$ is 3, and $S$ vs. $K$ is 1/3. In addition, we strongly prefers $T$ over $K$, which means $T$ vs. $K$ is 5, and $S$ vs. $T$ is 1/5. Further more we strongly prefer $T$ over $S$, which means $T$ vs. $S$ is 7, and $S$ vs. $T$ is 1/7. Finally, the node importance can be calculated as $I=0.1884K+0.0810S+0.7306T$.

<table>
<thead>
<tr>
<th>Table 4. Comparison matrix 4</th>
</tr>
</thead>
<tbody>
<tr>
<td>Elements</td>
</tr>
<tr>
<td>----------</td>
</tr>
<tr>
<td>K</td>
</tr>
<tr>
<td>S</td>
</tr>
<tr>
<td>T</td>
</tr>
</tbody>
</table>

The reason we set the element values in comparison matrix 1 to 4 is that , in comparison matrix 1 all the element are equal importance, which is a reference to the values in comparisons of 2, 3, 4. In comparisons 2, 3, 4, the importance of $K$, $S$, $T$ are all changed in different ranges from small values to large values.

In this way, we set four different groups of parameters to determine the weights in Eq.2 to compute four different cases of the node importance $I_i$s as follows:

- case1: $I=0.3333K+0.3333S+0.3333T$
- case2: $I=0.6716K+0.2654S+0.0629T$
- case3: $I=0.0627K+0.7596S+0.1777T$
- case4: $I=0.1884K+0.0810S+0.7306T$

In order to find out how the efficiency will be affected when coefficients of $K$, $S$, $T$ changed, we will estimate the network efficiencies under different types of attacks correspondent to the four cases of $I_i$ in section IV.

4. Simulation results

In this section, we will find out how the efficiency will be affected when coefficients of $K$, $S$, $T$ altered. Our Scale-free network topologies, i.e., graphs with an algebraic distribution of degree $P(k) \sim k^{-\lambda}$, with $\lambda = 3$ [16], is generated artificially according to the BA model [2]. In both cases we have constructed networks with $N=500$, and $M=1494$. In our experiments, we set $C_{all} = 1.3 \sum I_i(0)$. In the simulation we will observe the ratio of $E/E(0)$ to explore the efficiency influenced by different types of failure, where $E(0)$ is the initial efficiency $E(G)$ of the network, and $E$ is the efficiency of the network on a certain point. We will find out how the efficiency will be affected when coefficients of $K$, $S$, $T$ changed.
In Figure. 1, we show the results of the simulations of $E/E(0)$ as the functions of $p$ under random failures in four cases. In different cases, the $I$ is calculated by different coefficients of the elements $K$, $S$, $T$ in the four cases that we have set in section 3. In Figure.1, the four curves are overlapped, which means that the efficiency of the BA network is less influenced by the way of the resource allocation under random failures.

Figure.2 (a), (b), (c), (d) are the efficiency of BA network under different types of deliberate attacks in cases 1, case 2, case 3, and case 4 respectively. From Fig.2 we can draw the conclusion that:

1) The efficiency of the network is reduced as the increment of the failure node number. When the failure node number is equal, the efficiency of the network under the types of $K$ and $S$ attacks are lower than that of the types of $T$ and $I$, and the type of $I$ is lower than that of the type $T$.

2) In the case of the same number of failure node, the greater proportion of $I$ decided by $T$, the higher efficiency of the network than the same situation under $I$ type attacks, and the closer of the curves from $T$ type attack to $I$ type attack.

3) Efficiency of the BA network with different tolerance parameter is determined by its attacked types, in which, the efficiency is largely influenced by the attacked types of $K$ and $S$, and under the same proportion of the failure node, is lower the attacked types of $T$ and $I$. While, $I$ is mostly determined by the proportion of $T$, in the same situation, the higher proportion of $T$, the higher efficiency under $I$ type attacks.
(b) The efficiency of BA network under different types of deliberate attacks in case 2

(c) The efficiency of BA network under different types of deliberate attack in case 3

(d) The efficiency of BA network under different types of deliberate attack in case 4

Figure 2. The efficiency of BA network under different types of deliberate attacks in four cases
5. Conclusion

In this paper, we have estimated how the efficiency will be affected when coefficients of $K$, $S$, $T$ changed. The conclusions can be derived as:

1) The removals based on $K$ and $S$ influenced the network efficiency are larger than the case, where the removals based on the $T$ and $I$. As a result, in order to improve network efficiency, we can reduce the weights of these two elements took account in determining the importance of a node.

2) The efficiency of BA network is determined by its attacked types. The efficiency is largely influenced by the attacked types of $K$ and $S$, and under the same number of failure node, the efficiency under attacks of types $T$ and $I$ are relatively higher. The importance $I$ is largely determined by the proportion of $T$, when the node failure number is equal, the higher proportion of $T$, the higher efficiency it is under $I$ type attacks.
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