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Abstract

Next generation network is a hot topic that lots of researchers have paid their attention to this point. The main idea is making people more comfortable and convenient. This paper presents a novel wisdom network which tends to achieve the above mentioned advantages. This network is composed by User Part and Server Part. Further, Server Part is divided into Gateway Server part and Data Server part. According to the network architecture, some design principles are analyzed and modeled, including the following aspects: resource registration and retrieval, data pieces replication, Gateway Server performance and load balance achievement.
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1. Introduction

The development of network architecture can be divided into three stages. In the first stage, C/S model is the frequently-used, and an example is traditional Internet [1-8]. In the traditional Internet, all the resources are stored in the server part which is formed by high-powered computers, and clients who need certain resources need to contract with the servers to retrieve them. The advantage is that users need not store any resource, while the disadvantage is as follows: firstly, servers needs high-powered and high-bandwidth, secondly, some privacy or security problems appear, such as DoS attack.

To reduce the burden of servers, the second stage is emerged. In this stage, collaboration is the mainline and a representative example is peer-to-peer network in which all resources are stored in own terminal and the server-part is discharged [9-17]. Person, who needs resources, uses a peer-to-peer search algorithm locating the proper resources. The advantage is that high-power and high-bandwidth servers are disappeared, while the disadvantage is that privacy or security problems still have not well solved and users need to afford lots of computing resources which is not accord with the development of user terminal equipments. Taking mobile phone as an example, it does not have the ability to deal with some high-bandwidth consumption usage.

Recently, a new topic is proposed which aims at combing the advantage of C/S model and peer-to-peer model. And it can be treated as the third stage. The representing network is cloud computing network [18-24] or information-centric network [26-30]. These networks have the following characteristics. Firstly, the architecture is a C/S(O) model in which C represents clients who need not store anything and only need to contract to S(O) to retrieval resource, and S(O) means servers who are composed by a large number of ordinary computers and they use certain algorithm to store resources. Secondly, when the servers store a certain resource, the resource is split into many pieces and these pieces are registered in different servers which can copy with the privacy and security attacks.

In this paper, we focus on the future network which we call wisdom network. We borrow some ideas from the above mentioned architecture and propose that the wisdom network is composed by User Part and Server Part, and the Server Part can be divided into Gateway Server system and Data Server system. Then, we analyze some design principles related to the wisdom network. Firstly, we explain how resources are registered or retrieved in this network. Secondly, we introduce how to replicate data pieces and analyze the performance of data
pieces replication. Thirdly, we use queue theory to research on the performance of Gateway Servers. Lastly, load balance is study using game theory.

This paper is organized as follows. In Section 2, the wisdom network architecture is proposed. Some design principles are analyzed in Section 3, including resource registration and retrieval, data pieces replication, Gateway Server performance and load balance achievement. A conclusion is drawn in Section 4.

2. Wisdom Network Architecture

In this section, we give a brief description of our designed network. The idea of wisdom network architecture is a combination of advantages of traditional Internet architecture, peer-to-peer network architecture, cloud computing architecture and information-centric network architecture. It can be describe as definition 1 and Figure 1.

Definition 1. A wisdom network $WN$ is composed by two parts which are User Part and Server Part. The User Part is a set of end users $UP = \{u_1, \ldots, u_n\} \in N^+$. The Server Part is a set of Gateway Servers and Data Servers $SP = \{g_i, d_i\} \in N^+$. Where $g_i$ represents the $i$’th Gateway Server and $d_i$ represents the $i$’th Data Server.

For each user $u_i \in UP$, an online account is opened for him. Using this account, he can access to the Server Part and register or retrieval resources. So he need not store any resource which can shift afford to the Server Part and save store and computing resource himself. Weak terminals, such as mobile phone and tablet computer, can be well accessed.

As defined in definition 1, Server Part is composed by Gateway Servers and Data Servers. The functionality implement is defined in definition 2 and a brief explanation of Data Servers is shown in Figure 2.

Definition 2. The implement of Server Part is as following. Gateway server $g_i, \ i \in N^+$ connects to a set of Data Servers $D^g$, $D^g = \{d_i\} \in N^+$. Data Servers form a DHT ring $DR$, $DR = \{d_i\} \in N^+$ and a backup mechanism is used in each DHT ring point.

Gateway servers are in charge of the following tasks.

1. Registration issues. When gateway server gets a register request, it splits the resource, and register these piece in the Data Servers;
2. Retrieval issues. When a user want to get a certain resource, the gateway server needs to find the proper one in the Data Servers and return it to the user;
3. Privacy issues. As mentioned in registration issues, the resource will be split, so no attacker can obtain the integrated resource;
4. Security issues. When a user want to access to the Server Part, Gateway Servers will check the legality of each user;
5. Load balance issues. When the number of retrieval request is very large, Gateway Servers need to balance the load among Data Servers;
The Data Servers are in the charge of storing data pieces and there are two key points we should pay attention to. The first one is that all the Data Servers are ordinary computer and they are easily broken down, so how to cope with single point failure is a design point. Secondly, there may be some hot resources that are frequently being searched, so we need design a replication strategy to deal with this hot point issue.

3. Design Principle

3.1. Process of Resource Registration and Retrieval

In this section, we just detailed explain how a resource is registered and retrieved. Firstly, we study on the resource registration. The flow chart is shown in Figure 3(a). The user who wants to register a resource sends a registration request to one of the Gateway Server who is connected to him. After checking the legality of the user, the Gateway Server splits the resource $R$ into $n$ data pieces $DP_i$, $R = \bigcup_{i=n}^{DP}$. Using Chord algorithm which is a peer-to-peer network [9], Gateway Server registers each data piece on a certain Data Server $DS_i$ and a set of another Data Servers.

The retrieval process is opposite to the registration process and the flow chart is shown in Figure 3(b). If a user wants to get a resource $R$, he sends a retrieval request to a Gateway Server. After checking the legality of the user, the Gateway Server abstracts the resource ID and retrieves each data pieces $DP_i$ and replies it to the user.

3.2. Process of Data Replication

We mentioned that all the data pieces are stored in the Data Servers which are composed by a large number of ordinary computers who have not strong computing ability and easily break down. So we need to design certain algorithm to copy with nodes failures.

We use three methods to accomplish this design. Firstly, hot backup mechanism is used. As shown in Figure 2, each Data Server node is hot backup by the other two Data Servers. Secondly, the Chord algorithm itself owns the ability to copy with node broken down. When storing a data, Chord system not only stores the data on the node who is responsible to, but also stores the data on the following $m$ nodes$(m = \log N)$. Where $N$ represents the number
of nods in the Chord system and $N \in N^+$. Thirdly, path’s replication is used. Path’s replication is introduced in [31], and tells the story of replicating data on the nodes which were passed when resource was retrieval in order to increasing the number of data in the system. Next we give a theorem to analyze the data robust.

**Theorem 1.** In the Data Server system, the probability of a node being alive at a certain time is $p_\alpha, p_\alpha \in R^+$. The number of Data Server is $\mathcal{N}, \mathcal{N} \in N^+$. The number of path’s replication of data is $pr, pr \in N^+$. There exit a success retrieval probability $P_\alpha, (P_\alpha \in R^+)$, which can be written as:

$$P_\alpha = 1 - (1 - p_\alpha)^{3 \log N \cdot E(pr)}$$  \hspace{1cm} (1)

**Proof.** There are three replication methods. Using the first method, we get the unsuccessful probability of data piece retrieval being $(1 - p_\alpha)^3$. According to the second method, the unsuccessful probability of data piece retrieval is $(1 - p_\alpha)^{\log N}$. For the third method, we cannot know the number of path’s replication of a certain data. However, we can use the history to estimate. So the failure probability writes as $(1 - p_\alpha)^{E(pr)}$. Combining these three unsuccessful probability, we can get the outcome.

### 3.3. Process of Gateway Servers’ Abilities

In section 2, we mentioned that Gateway Servers need to do lots of tasks. So a performance threshold needs to be gotten in order to give some advice on the deploy phase. Generally speaking, the procedure of Gateway Server serving is receiving a request, processing it and then passing it to the Data Servers. The characteristic of this event is a queue process. So we use queue theory to model Gateway Servers’ abilities. We assume that serving request arrivals follows Poisson distribution, and the arrival rate is $\lambda$. Assuming there are $M$ Gateway servers each of which has the service rate of $\mu$. The buffer length of each Gateway server is $k$ which means that if the number of serving request is more than $k$, additional serving requests are dropped. For the buffer length is dynamic, so we use $k(d)$ as our buffer length. A classical queue theory $M / M / n / m$ can be used here to do our research [32]. According to the above description, we can get the state transition process in Figure 4.

![Figure 4. The State Transition Process](image.png)

**Theorem 2.** In the Gateway Server system, the load is $\rho = \lambda / \mu, \rho \in R^+$. The number of server is $m, m \in N^+$. The buffer length is $k(d), k(d) \in N^+$. The probability of all the servers being free can be written as:

$$P_0 = \begin{cases} \sum_{i=0}^{\rho-1} \frac{(m \rho)^i}{i!} + \frac{(m \rho)^\rho}{m!} \cdot \frac{1 - \rho^{k(d) - m + 1}}{1 - \rho} & \rho \neq 1 \\ \sum_{i=0}^{\rho-1} \frac{m^i}{i!} + \frac{m^\rho}{m!} \cdot (k(d) - m + 1) & \rho = 1 \end{cases}$$  \hspace{1cm} (2)

**Proof.** According to the state transition process in Figure 4, we can get the equation of steady state distribution being:
\[
\lambda p_i = (i+1)\mu p_{i+1}, \quad 1 \leq i \leq m \\
\lambda p_i = m\mu p_{i+1}, \quad m < i < k(d)
\] (3)

Owing to \( \sum_{i=0}^{k(d)} p_i = 1 \), we can get the conclusion in theorem 2.

**Lemma 1.** In the Gateway Server system, the average process time of a serving request \( T \) can be written as:

\[
T = \begin{cases} 
\frac{m^n\rho^{k(d)}[1-(k(d)-m+1)\rho^{k(d)-n}+(k(d)-m)\rho^{k(d)-n+1}]}{m!(1-\rho)^2\mu[m-\sum_{i=0}^{m}(m-i)p_i]} + \frac{1}{\mu} & \rho \neq 1 \\
\frac{m^n p_0(k(d)-m)(k(d)-m+1)}{2m!\mu[m-\sum_{i=0}^{m}(m-i)p_i]} + \frac{1}{\mu} & \rho = 1
\end{cases}
\] (4)

**Proof.** The serving time can be divided into two parts: queue time delay and request process time delay. The average request process time delay can be written as \( T_v = 1/\mu \). Using little theorem, the average queue time delay can be written as:

\[
T_w = \begin{cases} 
\frac{m^n\rho^{k(d)}[1-(k(d)-m+1)\rho^{k(d)-n}+(k(d)-m)\rho^{k(d)-n+1}]}{m!(1-\rho)^2\mu[m-\sum_{i=0}^{m}(m-i)p_i]} & \rho \neq 1 \\
\frac{m^n p_0(k(d)-m)(k(d)-m+1)}{2m!\mu[m-\sum_{i=0}^{m}(m-i)p_i]} & \rho = 1
\end{cases}
\] (5)

Combining these two time delay, we can get the conclusion in lemma 1.

**Lemma 2.** In the Gateway Server system, the probability that the serving request cannot be processed \( P_i \) can be written as:

\[
P_i = \begin{cases} 
\frac{m^n\rho^{k(d)}}{m!} & \rho \neq 1 \\
\sum_{i=0}^{m-1} \frac{(m\rho)^i}{i!} \times \frac{1}{m!} \times \frac{m^n\rho^{k(d)}}{m!} & \rho = 1
\end{cases}
\] (6)

**Proof.** When the number of serving requests bigger than \( k(d) \), there is no space for storing and being dropped. So \( P_i \) equals to the \( p_{k(d)} \), which means all the probability of all the Gateway Servers are busy. Using formula (2) and (3), \( P_i \) can be written as:

\[
P_i = p_{k(d)} = \frac{m^n\rho^{k(d)}}{m!} \times p_0
\] (7)

Then we can get the conclusion in lemma 2.

### 3.4. Process of Load Balance in Data Server System

All the data pieces are stored in the Data Server system, including the data pieces themselves and corresponding replications. So there exists a point that how many data pieces
one Data Server should store to achieve load balance. We just use game theory to solve this problem. The parameters are defined as following:

- \( j, j \in [1, n] \) The \( j \)'th Data Server;
- \( s_j, i \in N \) The number of data pieces stored in one Data Server;
- \( S = \sum_{i=1}^{n} s_i \) The overall number of data pieces stored in Data Server system;
- \( \overline{S} \) The theoretical number of data pieces a Data Server system can store;
- \( c \) The consuming of each data piece, including space, energy and so on;
- \( H = \alpha(\overline{S} - S) \) The number of request of each data pieces is hit in a unit of time, and \( \alpha \), \( \alpha > 0 \) being the constant factor;
- \( c_r = \beta H \) The consuming of ROM of each data pieces and \( \beta, \beta \in (0,1) \) being the constant factor.

Using the parameters above, we can build our model for Data Server \( j \). The payoff of each Data Server \( j \) can be written as:

\[
u_j = \alpha \times (\overline{S} - \sum_{i=1}^{n} s_i) \times s_j - c \times s_j - c_r \times s_j, \ j \in [1, n]
\]  

(8)

**Theorem 3.** In the Data Server system, Data Server \( j, j \in [1, n] \) has an optimal storing point on which every Data Server could achieve the best payoff. The optimal storing point and payoff can be written respectively as:

\[
s_j^* = \frac{\alpha(1-\beta)\overline{S} - c}{\alpha(1-\beta)(1+n)}
\]

(9)

\[
u_j^* = \frac{(\alpha(1-\beta)\overline{S} - c)^2}{\alpha(1-\beta)(1+n)^2}
\]

(10)

**Proof.** Using the game theory on Nash equilibrium, we can find an optimal strategy \( s^* = (s_1^*, s_2^*, ..., s_j^*, ..., s_n^*) \), which follows the following formula [33]:

\[
u_j (s_j^*, s_1^*, ..., s_{j-1}^*, s_{j+1}^*, ..., s_n^*) \geq \nu_j (s_j^*, s_1^*, ..., s_{j-1}^*, s_j, s_{j+1}^*, ..., s_n^*)
\]

\forall s_j^* \in S_j, \ s_j^* \neq s_j, \ \forall i \in N

In order to solve this problem, we take the first derivative of formula (8) and get:

\[
\alpha(1-\beta)\overline{S} - c - \alpha(1-\beta) \sum_{i \in N \setminus \{j\}} s_i^* - 2\alpha(1-\beta)s_j^* = 0, \ j \in [1, n]
\]

(12)

Then we can get the equation:

\[
s_j^* = \frac{\alpha(1-\beta)\overline{S} - c - \alpha(1-\beta) \sum_{i \in N \setminus \{j\}} s_i^*}{2\alpha(1-\beta)}, \ j \in [1, n]
\]

(13)

In order to check the concavity, we take the second derivative of formula (8) and get:

\[-2\alpha(1-\beta) < 0
\]

(14)

So we can get the optimal number of pieces each Data Server needed to store is:
\[ s^*_j = \frac{\alpha(1-\beta)S_j - c}{\alpha(1-\beta)(1+n)} \]  

(15)

Then we can get the optimal payoff of each Data Server is:

\[ u^*_j = \frac{(\alpha(1-\beta)S_j - c)^2}{\alpha(1-\beta)(1+n)^2} \]  

(16)

These two outcomes are the conclusion in theorem 3.

4. Conclusion

In this paper, we proposed a new network architecture called wisdom network which is composed by User Part and Server Part. The Server Part is divided into Gateway Server system and Data Server system. The advantage of this design is that users just need to submit their requests and the Server Part needs to store all the resources and solve the requests submitted by clients. Then some design principles were analyzed and modeled. The function of resource registration and retrieval was accounted. Path’s replication was used in resources replication and a retrieval failure model is proposed. The performance of Gateway Server abilities was modeled to show the factors affecting the performance of wisdom network. Load balance was achieved by data pieces storing strategy according to game theory.

Acknowledgments

We gratefully acknowledge anonymous reviewers who read drafts and made many helpful suggestions. This work is supported by the Project supported by the Foundation for Key Program of Ministry of Education, P. R. China (No.311007), National Science Foundation Project of P. R. China (61170014, 61202079), China Postdoctoral Science Foundation (2013M530526), and the Fundamental Research Funds for the Central Universities (FRF-TP-09-015A, FRF-TP-13-015A).

References

A Novel Wisdom Network Design and Its Principles (Fuhong Lin)