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Abstract
A LDPC code-aided frame synchronization algorithm based on likelihood ratio value threshold is proposed and analyzed in this paper. For soft information vectors with different frame offsets, the likelihood ratio value presenting the probability ratio of satisfaction of all check restrictions and dissatisfaction of all check restrictions are computed respectively, and then the point larger than a threshold is chosen as the final frame synchronization bounder. The method to select the threshold is studied theoretically and is analyzed according to simulation result. And Frame synchronization error ratio of new algorithm is derived.
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1. Introduction
Because of excellent decoding performance, LDPC codes [1] have been adopted in several standards: IEEE 802.11n and IEEE 802.16e, etc. However, the frame synchronization ability for communication receivers should be improved and satisfied firstly in order to realize the full potential of LDPC codes at low SNR where symbols are badly corrupted by noise and disturbance.

Since conventional frame synchronizers require significant portion of the bandwidth and signal energy at low SNR to ensure the synchronization performance. The LDPC code-aided frame synchronization algorithms using no pilot symbols attract great attention. Matsumoto and Imai [2] observed that frame synchronization failure reduces the amplitude mean of the extrinsic log-likelihood ratios (LLR) of all variable nodes. Another synchronization algorithm which correlates the received symbols against the LDPC decoded soft symbols is proposed in [3]. In order to avoid the local maximum convergence problem of the EM algorithm, the authors propose a discrete EM method which locates the global maximum via an exhaustive search. These algorithms have the downside of the need for a full LDPC decoding iteration and additional hardware resource to implement the algorithm.

The hard decision frame synchronization [4-5] proposed by Dong-U Lee et el. computes the ratio of satisfied constraint node equations with different frame offsets to estimate the true frame boundary. The rationale is that the number and nature of satisfied constraint node equations provide a measure of underlying accuracy of the frame offset estimates. Realized by simple XOR operations as main advantage, the algorithm causes unacceptable performance degradation because of the information loss by hard decision. At least two consecutive frames are needed to estimate frame offset to get acceptable frame synchronization performance of the code-aided algorithm based on soft information [5]. A novel Code-aided frame synchronization algorithm using Quasi-Cyclic LDPC soft decoding information based on Maximum-Likelihood rule is investigated and simulated in [6]. The frame synchronization algorithm can be implemented by parts of resource of LDPC decoder and get favorable performance than the hard decision frame synchronizations.

Continue the research above, another code-aided frame synchronization algorithm named as LLR threshold method based algorithm is studied and analyzed in depth in this paper. Main contribution of this paper is the analysis of probability density function (PDF) for LDPC...
decoding LLR value, the derivation of frame synchronization error ratio (FSER) of new algorithm and the simulation for the PDF and FSER. The outline of the paper is as follows. In Section II, LDPC decoding algorithm is provided and discussed. Section III describes the proposed pilotless frame synchronization algorithms. Section IV derives the FSER of the code-aided frame synchronization algorithms. The performance of new algorithms is investigated by simulation in Section V and concluding remarks are given in Section VI.

2. Belief Propagation Decoding

In this section, it is explained the results of research and at the same time is given the comprehensive discussion. Results can be presented in figures, graphs, tables and others that make the reader understand easily [2], [5]. The discussion can be made in several sub-chapters.

It is assumed that the LDPC encoding frame is BPSK modulated and perturbed by an AWGN. The BP decoding algorithm can be summarized as follows:

1) Initialization: For every node couple \((i, j)\) that \(H_{i,j} = 1\), the \(i\)th variable node is assigned an a posteriori value.

\[
L(q_{ij}) = L(P_i) = 4y_i / N_0 \quad (1)
\]

2) Check node processing: Denote \(\alpha_{ij}\) and \(\beta_{ij}\) as the symbol and absolute value of \(L(q_{ij})\) respectively. For the \(j\)th check node and the set \(B(j)\), the process is done as:

\[
L(r_{ij}) = \prod_{i \in B(j)} \alpha_{ij} \cdot \phi \left( \sum_{i \in B(j)} \beta_{ij} \right) \quad (2)
\]

Where the function \(\phi(z)\) \((z > 0)\) is defined as:

\[
\phi(x) = \phi^{-1}(x) = \log \frac{\exp(x) + 1}{\exp(x) - 1} \quad (3)
\]

In order to reduce the hardware realizing complexity of the decoder, the expression (2) is calculated with two steps [7-8]. The first step computes the total symbol and absolute value for \(j\)th check node:

\[
\eta_j = \prod_{i \in B(j)} \alpha_{ij} \quad (4)
\]

\[
\lambda_j = \sum_{i \in B(j)} \beta_{ij} \quad (5)
\]

Secondly the decoder computes the information send to the \(i\)th variable node.

\[
L(r_{ij}) = (\alpha_{ij} \cdot \eta_j) \cdot \phi \left( \lambda_j - \phi(\beta_{ij}) \right) \quad (6)
\]

3) Variable node processing: For each variable node, computations are done as:

\[
L(q_{ij}) = L(P_i) + \sum_{j \in C(i)} L(r_{ij}) \quad (7)
\]

\[
L(Q_i) = L(P_i) + \sum_{j \in C(i)} L(r_{ij}) \quad (8)
\]

4) Decision: Quantize \(C^*\) such that \(c_i = 0\) if \(P_i \geq 0\), and \(c_i = 1\) if \(P_i < 0\). If \(C^* H^T = 0\), halt, with as the decoder output; otherwise go to step 2).
3. LDPC Aided Frame Synchronization Algorithm based on LLR Threshold

It is assumed that the LDPC encoded frames are BPSK modulated and perturbed by an AWGN channel with zero mean and variance of $N_0/2$ where $N_0$ is the one-sided noise spectral density. The system model is shown in Figure 1.

The received signal is buffered in the synchronizer as shown in Figure 2, where $N$ is the frame size, $m$ is the true frame boundary, and $T$ is the number of consecutive frames used for synchronization. The task of the frame synchronization algorithm is to find an estimate $u$ of $m$ where $u \in [m-L, m+L]$. If $u = m$, then a frame synchronization is achieved.

Based on ML rule, a code-aided frame synchronization algorithm based maximum LLR value is researched in [6]. The algorithm computes a likelihood ratio of probability $P[x=W(u)]$ between the probability of $P[x=W(u)]$ and $P[x=W(u)]$ with frame offset $u \in (m-L, m+L)$. And a new synchronizer based on the maximum LLR values estimates the frame offset $u$ as follows:

$$u = \arg \max_{u \in [m-L, m+L]} \sum_{i} (1 - 2s_i) \log \left( \frac{P[x=W(u)]}{P[x=W(u)]} \right)$$

(9)

Where $\tilde{S} = [s_1, s_2, ..., s_M]$ is the check result of vector $\tilde{C}$ multiplied by the parity-check matrix $H_{M \times N}$, computed in a way as $\tilde{S} = \tilde{C}(H)^T = (\tilde{V} \oplus \tilde{Z})(H)^T = \tilde{Z}(H)^T$.

Because of the usage of PN sequence, the BP decoding algorithm should be modified accordingly. As mentioned, BP decoding algorithm computes the pseudo-posterior LLRs.

$$P_x = \log \frac{Pr[c_x = 0|V_x]}{Pr[c_x = 1|V_x]}$$

(10)

Note that the purpose of check node processing is to compute the LLR values sent for all the variable nodes that participate in the check node $i$. The LLR value $L(r_j)$ from check node $i$ presents the logarithmic probability ratio of the variable node $i$ being zero and one with the other variable nodes’ LLR knowledge computed and sent from the last iteration. Without any change of the other decoding steps, only the check node processing is modified as follows:

$$L(r_j) = (1 - 2s_j) \times \prod_{i \neq j} \alpha_{ij} \times \exp \left( \sum_{i \neq j} \phi(\beta_{ij}) \right)$$

(11)
Where \( s_j = 0 \) presents that there is even number of 1 in the \( j \)th check equation and the processing is the same as (2); \( s_j = 1 \) presents odd number of 1 in the \( j \)th check equation and the processing should be modified by multiplying (2) with -1 to convert the probability ratio of \( k \)th variable node.

Based on the \( \text{LLR}(\tilde{W}(u)) \) computed in the maximum LLR value algorithm of (11), the other LDPC code-aided frame synchronization algorithm based on the threshold method with a threshold of \( \tau \) is proposed accordingly as follows:

\[
\hat{u} = \arg \min_{u \in W} u
\]  

(12)

Where,

\[
W = \left\{ u \sum_{j=1}^{m} (1 - 2s_j) \right\} \left[ \mathcal{N} \left( \phi \left( \frac{1}{2} \right) > \tau, u \in p \right) \right]  
\]  

(13)

Obviously, the frame synchronization algorithm based on LLR threshold method does not need a total iterative decoding process and is realized by parts of hardware resource of decoder. According to (12) and (13), we do not need to compute all the LLR value for \( N \) offsets. Begin with \( u = 0 \), when the first LLR value is computed larger than \( \tau \), the frame synchronization searching is terminated and we get the frame boundary. The algorithm raises the speed of synchronization compared to the algorithm based on maximum method in [6].

4. Derivation of Frame Synchronization Error Ratio

A soft threshold value \( \tau \) is set in the new frame synchronization algorithm proposed, and the offset according to the first computing \( \text{LLR}(\tilde{W}(u)) \) that is larger than the threshold is estimated as the frame boundary. So the define of threshold \( \tau \) is important for the performance of new algorithm. It is necessary to analyze the PDF of \( \text{LLR}(\tilde{W}(u)) \) in both synchronizing and unsynchronizing situation to direct the choice of \( \tau \).

If and only if the computing \( \text{LLR}(\tilde{W}(u)) \) with true frame offset \( \tilde{u} \) is larger than the threshold and others \( \text{LLR}(\tilde{W}(u)) \) with offset \( u \in [0, \tilde{u} - 1] \) is smaller than \( \tau \), a correct frame boundary estimation by new algorithm of threshold method is done. Suppose the true offset \( u \) is a uniform distribution variable in the range of \( [0, N-1] \) similar to [5].

Denote \( f(t) \) as the probability density function (PDF) of \( \text{LLR}(\tilde{W}(u)) \) under frame synchronization with the offset of \( \tilde{u} \), and \( g_i(t) \) as the PDF of \( \text{LLR}(\tilde{W}(u)) \) with the offset of \( i \) (\( i \in [0, N-1], i \neq \tilde{u} \)).

Denote \( FSR_{mx} \) as the correct frame synchronization estimation probability of new proposing algorithm based on LLR threshold method and \( FSER_{mx} \) as the wrong frame synchronization estimation probability. Then \( FSR_{mx} \) of blind frame synchronization based on LLR threshold is provided as follows:

\[
FSR_{mx} = \frac{1}{N} \left\{ \sum_{u=0}^{N-1} f_u(t) \right\} = \frac{1}{N} \left\{ \prod_{i=1}^{N-1} g_i(t) \right\}
\]  

(14)

Where \( f_u(t) (u \in [0, N-1]) \) is the PDF of \( \text{LLR}(\tilde{W}(u)) \) in the synchronization case. Because the synchronization value \( \text{LLR}(\tilde{W}(u)) \) is relative to the channel SNR and check matrix, \( f_u(t) \) has nothing to do with the value of \( u \), that is:

\[
f_u(t) = f(t) = \cdots f_{N-1}(t) = f(t)
\]  

(15)
Denote $g_i(t)$ as the PDF of $LLR(\bar{W}(i))$ with the offset of $i \ (i \in [0, N-1], \ i \neq u)$ under synchronization situation. Under the scramble of PN sequence, for the same LDPC code, the computing $LLR(\bar{W}(u))$ is unequal with different offset. As a result the $g_u(t)$ is different with different offset $u$. In order to simplify the expression, $g_u(t)$ is imported and satisfies $\int_{-\infty}^{\infty} g_u(t) \, dt = 1$.

Then the $FSER_{\text{max}}$ is computed according to the following formula:

$$FSER_{\text{max}} = 1 - \frac{1}{N} \int_{-\infty}^{\infty} f(t) \, dt \sum_{u=0}^{N-1} \left( \prod_{i=0}^{N-1} \int_{-\infty}^{\infty} g_i(t) \, dt \right)$$

(16)

From (16) the value of $FSER_{\text{max}}$ is relative to the threshold $\tau$, $f(t)$ and $g_i(t)$ directly. For the same SNR, $f(t)$ and $g_i(t)$ of $LLR(\bar{W}(u))$ under both synchronization and unsynchronization situation is fixed, so the choice of threshold is a key factor to the frame synchronization performance based on LLR threshold method.

In order to compare the frame synchronization performance based on maximum method proposed in [6], $FSER_{\text{max}}$ of the algorithm which has never been discussed is also derivated meanwhile in this section. The true offset $u$ is also supposed to be a uniform distribution variable in the range of $[0, N-1]$.

When the true system frame synchronization takes place in the offset $u \ (u \in [0, N-1])$ and the computing $LLR(\bar{W}(u))$ is equal to $x$, the probability of correct frame boundary estimation for the based on maximum method is:

$$\prod_{i=0}^{N-1} \int_{-\infty}^{\infty} g_i(t) \, dt$$

(17)

Average the value $x$, we get the average probability of correct frame synchronization estimation:

$$\int_{-\infty}^{\infty} \left( \prod_{i=0}^{N-1} \int_{-\infty}^{\infty} g_i(t) \, dt \right) f(x) \, dx$$

(18)

Because the true frame offset $u$ satisfies the uniform distribution in the range of $[0, N-1]$, if we average the value of (18), then the $FSR_{\text{max}}$ is provided.

$$FSR_{\text{max}} = \sum_{u=0}^{N-1} \frac{1}{N} \int_{-\infty}^{\infty} \left( \prod_{i=0}^{N-1} \int_{-\infty}^{\infty} g_i(t) \, dt \right) f(x) \, dx$$

(19)

And finally, $FSER_{\text{max}}$ of the frame synchronization algorithm based on maximum method in [6] is acquired.

$$FSER_{\text{max}} = 1 - \frac{1}{N} \sum_{u=0}^{N-1} \int_{-\infty}^{\infty} \left( \prod_{i=0}^{N-1} \int_{-\infty}^{\infty} g_i(t) \, dt \right) f(x) \, dx$$

(20)

As the $g_u(t)$ of $LLR(\bar{W}(u))$ with different offsets is different, it is difficult to compute the $FSER_{\text{max}}$ of the frame synchronization performance based on LLR threshold and choose the optimal threshold. A representative PDF named as $g_u(t)$ with ordinary statistical parameter can be chose to represent other $g_u(t)$ in order to reduce the computing complexity. So we can
define a identical mean and variance for $g_u(t)$, and the $FSER_{\text{w}}$ of the proposed algorithm based on LLR threshold can be simplified as follows:

$$FSER_{\text{w}} = 1 - \frac{\int_{-\infty}^{\infty} f(t) dt \times \left[ 1 - \left( \int_{-\infty}^{\infty} g_u(t) dt \right)^{\frac{1}{2}} \right]}{N \times \left[ 1 - \left( \int_{-\infty}^{\infty} g_u(t) dt \right)^{\frac{1}{2}} \right]}$$  (21)

Although a quasi-optimal threshold can be acquired by finding the derivative of $FSER_{\text{w}}$ in (21) to the value $\tau$, the need for computation dimension and value precision is great because of derivative to integral. A numerical simulation method can be used to define the quasi-optimal threshold, where $FSER_{\text{w}}$ simulation with different SNR and threshold value is done and the threshold relative to the minimum $FSER_{\text{w}}$ is chosen.

5. Simulation and Discussion

The (1944, 972) quasi-cyclic irregular LDPC code proposed for the IEEE 802.11n standard [9] is used in the simulation. The code determined by a parity-check matrix $H_{MxN}$ has 810 degree-7 and 162 degree-8 constraint nodes. The quasi-cyclic LDPC code aided frame synchronization algorithm using PN sequence is summarized in (9).

The Figure 3 presents the histograms for $LLR[\hat{W}(u)]$ in the synchronizing and unsynchronizing cases when the $E_b/N_0=2$dB. Obviously, the value of $LLR[\hat{W}(u)]$ satisfy Gauss distribution. This conclusion is important to analyze and compute the theoretical FSER of the synchronization algorithm based on a threshold method of (12).

The relation between the mean and variance of computing $LLR[\hat{W}(u)]$ in synchronizing and unsynchronizing situation and different $E_b/N_0$ is shown in figure 4. The mean of $g_u(t)$ is nearly equal to 0 and the variance of $f(t)$ and $g_u(t)$ increase with the raise of $E_b/N_0$, which means the discretization of $LLR[\hat{W}(u)]$ increase with the improvement of channel condition. For different channel, the choice of the threshold is dynamic because of the difference of statistical parameters for $LLR[\hat{W}(u)]$.
The PDF line for $LLR[\hat{W}(u)]$ by computer simulation in both synchronizing and unsynchronizing situation is shown and compared to standard Gaussian distribution in Figure 5 when $E_b/N_0=1\text{dB}$ and $E_b/N_0=2\text{dB}$. From the figure, it is obvious that simulation PDF line is almost consistent to theoretical line with the same mean and variance, satisfying the conclusion made in section above.

In Figure 5, when the SNR increases in synchronizing situation, the PDF line of $LLR[\hat{W}(u)]$ become smoother and get closer to the right side of figure. It means an obvious increase of mean and variance. For the unsynchronizing case, the mean of $LLR[\hat{W}(u)]$ is near to 0 and the variance increase with the raise of $E_b/N_0$.

There is an obvious overlapping part between the PDF lines of $LLR[\hat{W}(u)]$ in synchronizing and unsynchronizing situation, which can explain the occurrence of wrong frame synchronization decision for frame synchronization algorithm based on LLR threshold method. With the increase of SNR, distance of two PDF line become larger and the overlapping part get smaller, it is easier to distinguish the synchronizing and unsynchronizing situation and improve the performance of blind frame synchronizing algorithm.

In Figure 6, the FSER performance of new frame synchronization algorithms are given by simulation and compared. The theoretical FSER performance is almost the same as the simulation one. Because the searching range of the frame synchronization algorithm with the threshold method is not always equal to the frame length, its FSER performance lags behind the algorithm with the maximum LLR method.
6. Conclusion

In this paper, two code-aided frame synchronization algorithms based on the maximum LLR method and the threshold method respectively for Quasi-Cyclic LDPC coded system are investigated. And the FSER of the algorithms are given. The frame synchronization algorithms can be implemented by parts of resource of LDPC decoder saving the hardware resource to implement. Compared to hard decision algorithms, simulation shows good synchronization performance of the new algorithms.
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