Gross Error Elimination Based on the Polynomial Least Square Method in Integrated Monitoring System of Subway
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Abstract
The measurement data of parameter in the electrical equipment contains many noises in subway integrated monitoring system. To eliminate the impact of gross error in the measurement data, a polynomial least square curve fitting algorithm is used in this paper. Based on the Rajda criterion, the algorithm gives the variance estimation of the noises, and then uses dynamic threshold to detect and replace the measurement data with gross error by statistical estimation. Finally, a data processing procedure has been presented to deal with the gross error. The practical application indicates that the proposed algorithm can effectively eliminate the gross error in many types of measurement signals so as to ensure the reliability of the monitoring system.
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1. Introduction
To monitor the work state of subway equipments, many electrical parameters such as voltage, current, and work frequency are measured and transmitted to controlling computer in real time. Nevertheless, there are many noises in the measurement datas of the parameters. For example, various interference sources exist in onsite monitoring. Detection devices also have chance to generate errors [1-2]. Besides, some signal disturbances cannot be avoided in the data collection process and remote transmission process. Therefore, gross measurement signals sometimes contain a certain amount of errors, although the probability of the occurrence of those gross errors is low. Because the amplitude of the error is relatively large, the untreated gross measurement datas with error cannot be directly inputted to the computer for data processing, which would lead to inaccurate input data, wrong processing results, or even misoperation of the devices [3-5]. Therefore, data processing of the measurements should be conducted to eliminate the error and ensure comprehensive monitoring system be in good work condition. Based on the statistical theory and calculation method, this paper uses a polynomial least square method to automatically eliminate the gross errors in the measurements. The method is then effectively applied in electrical parameters acquisition and data processing in a subway station.

2. Gross Error Processing
2.1. Gross Error Processing Method
When the equipments in the integrated monitoring system of subway are in normal work condition, the voltage, current, and other dynamic physical parameters are usually continuous with normal distributions respect to time. According to the normal distribution of error theory, any changes of a physical parameter are continuous with no jump [6]. In a certain period of time, a set of data can be obtained by using polynomial least square curve fitting on a continuous recording of a measured parameter [7-8]. Dynamic mean value of the parameter can then be got by averaging the above two sets of data. According to the Rajda criterion, i.e. the small
probability does not exist [9-10], a proper threshold is set for the gross error, which replaces the obviously wrong measurement datas with corresponding statistical values [11-12].

2.2 Mean Value of Dynamic Noise

In comprehensive monitoring system, the system measurement signal can be assumed as a sequence of recorded data with respect to the time \((T_i, Y_i), i = 1, 2 \ldots n\). When step length of data sampling is set as \(T\), the ith data point is generated in time instant \(T_i\):

\[
T_i = AT \cdot (i - 1)
\]  

(1)

The \(m\)th least square fitting polynomial is:

\[
PY_i = \sum_{k=0}^{m-1} c_k T_i^k
\]  

(2)

The deviation on each data point is:

\[
|\varepsilon_i| = |Y_i - PY_i|
\]  

(3)

To minimize the summation of the square of the deviation, polynomial least square curve is used to fit the data,

\[
S = \sum_{i=1}^{n} (Y_i - PY_i)^2 = \sum_{i=1}^{n} \left| Y_i - \sum_{k=1}^{n} c_k T_i^k \right|^2
\]  

(4)

When (4) reaches its minimum value, multiple function value conditions indicate:

\[
\frac{\partial S}{\partial c_k} = 2 \sum_{i=1}^{n} \left[ Y_i - \sum_{k=1}^{n} c_k T_i^k \right] T_i^k = 0
\]  

(5)

After inner production simplification is introduced in (5), polynomial (6) and (7) can be obtained:

\[
A = \begin{bmatrix}
\sum_{i=1}^{n} T_i & \sum_{i=1}^{n} T_i^2 & \ldots & \sum_{i=1}^{n} T_i^{m+1} \\
\sum_{i=1}^{n} T_i & \sum_{i=1}^{n} T_i^2 & \ldots & \sum_{i=1}^{n} T_i^{2m}
\end{bmatrix}
\begin{bmatrix}
c_1 \\
\vdots \\
c_m
\end{bmatrix}
= \begin{bmatrix}
\sum_{i=1}^{n} Y_i \\
\sum_{i=1}^{n} T_i Y_i \\
\sum_{i=1}^{n} T_i^2 Y_i \\
\sum_{i=1}^{n} T_i^{m+1} Y_i
\end{bmatrix}
\]  

(6)

\[
A = \begin{bmatrix}
\sum_{i=1}^{n} T_i & \sum_{i=1}^{n} T_i^2 & \ldots & \sum_{i=1}^{n} T_i^{m+1} \\
\sum_{i=1}^{n} T_i^2 & \sum_{i=1}^{n} T_i^4 & \ldots & \sum_{i=1}^{n} T_i^{2m}
\end{bmatrix}
\begin{bmatrix}
c_1 \\
\vdots \\
c_m
\end{bmatrix}
= \begin{bmatrix}
\sum_{i=1}^{n} Y_i \\
\sum_{i=1}^{n} T_i Y_i \\
\sum_{i=1}^{n} T_i^2 Y_i \\
\sum_{i=1}^{n} T_i^{m+1} Y_i
\end{bmatrix}
\]  

(7)

The fitted value of data points \((T_i, PY_i), i = 1, 2 \ldots n\) is then obtained. The dynamic noise value is
\[ \varepsilon_x = \sqrt{\frac{\sum_{i=1}^{n} (Y_i - PY_i)^2}{n-1}} \]  
(8)

### 2.3 Replacement of the gross error

According to the Rajda criterion, there is 97% confidence of the data when its absolute error is beyond \(3\varepsilon\). [13] Because the measurement in the integrated monitoring system may contain fault information, and thus it need to be retained for further fault identification. The gross error threshold is set as \(5\varepsilon_x\) with corresponding confidence being 99.99%[14], i.e.:

\[ |Y_i - PY_i| > 5\varepsilon_x \]  
(9)

Data satisfying (9) is the gross error, which is needed to eliminate and then to replace. Considering the continuous multi-point gross error processing, data in \(i+1, i+2\) point can be determined. The replacement can be obtained according to formula (10) and (11) interpolation:

When two nearby points are need to interpolated, i.e. \(Y_i, Y_{i+1}\) are both gross errors, the replacement value are:

\[ Y_i = \frac{Y_{i-1} - Y_{i-2} + Y_{i+2}}{3} \]  
(10)

When a single point is need to replace, i.e. \(Y_i\) is a gross error, the replacement value is:

\[ Y_i = \frac{Y_{i-1} + Y_{i-2} + Y_{i+1} + Y_{i+2}}{4} \]  
(11)

### 3. Gross Error Processing

#### 3.1. Gross Error Processing Flowchart

The flowchart of the gross error processing is shown in Figure 1. Detailed algorithm is as follows:

1. **Step 1:** the initial value in the reference section is set as the first value of the whole gross error data estimation \(\varepsilon_x\).
2. **Step 2:** estimate the state value of the next point. Compare the estimation and the real value, if the difference \(|Y_i - PY_i|\) is less than \(3\varepsilon\), this estimation is considered as reasonable. Otherwise, the point is thought as gross error and need to replace. Since the signals in monitoring system are all continuous and dynamic, the prediction can reply on the value in the last point. Because the error of the prediction gradually becomes larger when several consecutive gross errors appear, threshold should be set to be larger, such as \(5\varepsilon\), to avoid misjudgment.
3. **Step 3:** update reference section. When the reference section moves backward by one point, its first value is removed and replaced by an adjacent value in the reference section (in this manner, the measurement is judged as gross error, and then replaced with its prediction). If the data processing is completed, switch to Step4, otherwise, go to Step 3.
4. **Step 4:** the data after the replacement in the last round is re-estimated \(\varepsilon_x\) to judge whether there are new gross error is remove in this round of data. If not, the computation is completed. Otherwise, go to Step2. This process is actually a loop of replacement of the gross errors. The larger errors are firstly replaced and then followed by smaller errors. The whole replacement can generally be finished when the loop is run for 3 times.
4. Practical Application
4.1. Gross Error Data Processing

A data serie of a motor working current is shown in Table 1 and Figure 2. The initial $\varepsilon$, is 0.13 from calculation. From Figure 2, at least three measurement datas are obviously wrong and need to replace.

Table 1. Measurement data of the current for a working motor (Unit: A)

<table>
<thead>
<tr>
<th>No.</th>
<th>A</th>
<th>B</th>
<th>C</th>
<th>D</th>
<th>E</th>
<th>F</th>
<th>G</th>
<th>H</th>
<th>I</th>
<th>J</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>45.04</td>
<td>45.14</td>
<td>44.97</td>
<td>44.97</td>
<td>45.07</td>
<td>45.18</td>
<td>45.09</td>
<td>44.99</td>
<td>45.04</td>
<td>45.01</td>
</tr>
<tr>
<td>2</td>
<td>44.97</td>
<td>44.93</td>
<td>45.10</td>
<td>44.96</td>
<td>46.79</td>
<td>45.02</td>
<td>44.97</td>
<td>45.04</td>
<td>45.09</td>
<td>44.99</td>
</tr>
<tr>
<td>3</td>
<td>45.09</td>
<td>45.12</td>
<td>44.98</td>
<td>44.98</td>
<td>45.08</td>
<td>44.93</td>
<td>45.07</td>
<td>44.94</td>
<td>45.03</td>
<td>44.96</td>
</tr>
<tr>
<td>4</td>
<td>45.01</td>
<td>44.98</td>
<td>45.10</td>
<td>45.09</td>
<td>44.99</td>
<td>45.14</td>
<td>44.93</td>
<td>44.79</td>
<td>45.13</td>
<td>44.97</td>
</tr>
<tr>
<td>5</td>
<td>44.99</td>
<td>45.06</td>
<td>45.05</td>
<td>44.96</td>
<td>45.09</td>
<td>44.99</td>
<td>45.21</td>
<td>44.95</td>
<td>44.99</td>
<td>45.04</td>
</tr>
<tr>
<td>6</td>
<td>45.03</td>
<td>44.94</td>
<td>45.19</td>
<td>44.99</td>
<td>42.85</td>
<td>44.99</td>
<td>45.01</td>
<td>44.93</td>
<td>45.11</td>
<td>45.06</td>
</tr>
<tr>
<td>7</td>
<td>44.96</td>
<td>44.97</td>
<td>45.01</td>
<td>44.93</td>
<td>45.01</td>
<td>45.11</td>
<td>45.19</td>
<td>44.99</td>
<td>45.01</td>
<td>45.09</td>
</tr>
<tr>
<td>8</td>
<td>44.96</td>
<td>45.03</td>
<td>44.97</td>
<td>44.93</td>
<td>45.01</td>
<td>45.09</td>
<td>45.03</td>
<td>44.99</td>
<td>45.07</td>
<td>44.90</td>
</tr>
<tr>
<td>9</td>
<td>44.99</td>
<td>45.02</td>
<td>44.91</td>
<td>44.99</td>
<td>44.94</td>
<td>45.03</td>
<td>45.06</td>
<td>45.01</td>
<td>45.00</td>
<td>45.09</td>
</tr>
<tr>
<td>10</td>
<td>44.99</td>
<td>45.05</td>
<td>45.03</td>
<td>44.93</td>
<td>45.01</td>
<td>45.08</td>
<td>45.06</td>
<td>44.97</td>
<td>45.01</td>
<td>45.12</td>
</tr>
<tr>
<td>11</td>
<td>44.93</td>
<td>45.09</td>
<td>44.63</td>
<td>45.03</td>
<td>45.04</td>
<td>44.96</td>
<td>47.98</td>
<td>45.09</td>
<td>44.89</td>
<td>45.06</td>
</tr>
<tr>
<td>12</td>
<td>45.11</td>
<td>44.98</td>
<td>45.07</td>
<td>45.02</td>
<td>44.96</td>
<td>45.03</td>
<td>45.09</td>
<td>44.99</td>
<td>44.95</td>
<td>45.03</td>
</tr>
<tr>
<td>13</td>
<td>45.12</td>
<td>45.13</td>
<td>45.09</td>
<td>45.07</td>
<td>44.98</td>
<td>44.93</td>
<td>44.92</td>
<td>45.06</td>
<td>45.01</td>
<td>45.10</td>
</tr>
<tr>
<td>14</td>
<td>44.99</td>
<td>45.06</td>
<td>45.13</td>
<td>45.06</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

Figure 1. Flowchart of gross error processing
After the first loop of gross error elimination, errors are basically eliminated as shown in Figure 3. However, the figure contains some burrs. When several loops are completed, burrs are basically eliminated as shown in Figure 4.

4.2. Algorithm Improvement

Because the proposed algorithm is a kind of forward algorithm, it can only judge the data in the next point. Therefore, if the first data point is with gross error, this point cannot be replaced. In order to solve this problem, it’s needed to judge whether the first data point contains gross error. In other words, if (9) is not satisfied, another starting point should be selected.
When this algorithm is used to eliminate gross errors, data with large error have been removed in Figure 3, but there still exist many small burrs, which affect the smoothness of curve. This phenomenon is usually treated by using average method. Average method can effectively improve the smoothness of the data curve. However, it only uses the average value of the adjective measurements to replace the burr, and cannot fundamentally eliminate the error. Therefore, in practical application, bandpass filtering is used to further improve the data smoothness after the gross error being replaced.

4.3. Analysis of Results and Discussion

In the gross error processing, according to Rajda criterion, $|Y_i - PY_i| > 3\varepsilon$ is set as the judgment condition. Because fault information may exist in the integrated monitoring system of subway, and the noises become large in the fault sites, $|Y_i - PY_i| > 3\varepsilon$ is not proper anymore. If this criterion is not changed, some useful information will be ignored, which affects the reliability of the system. Therefore, in practical application, if the $5\varepsilon$ successive measurements contain gross errors, $|Y_i - PY_i| > 5\varepsilon$ is set as a new criterion.

Through the analysis of the measurement in Figure 2, figure 3 and Figure 4 from an equipment operation integrated monitoring system of subway, the proposed gross error processing can completely meet the requirements of monitoring system, eliminate the phenomenon of the slow response and the misoperation of the comprehensive monitoring system. The maximum relative errors of all the parameters are controlled within 2%. Therefore, the polynomial least square curve fitting method with Rajda criterion shows good performance in detecting and replacing gross error. It has good practicality in not only eliminating the gross error, but also improving the reliability of the system.

5. Conclusion

This paper introduces the polynomial least square method into the data processing of the integrated monitoring system of subway. The measurement datas are firstly statistically analyzed, and then smoothed by removing the gross errors detected using Rajda criterion. The removed measurement datas are replaced by values obtained from statistical theory, which improves the accuracy of the measurements and the reliability of the system. The practical application shows that, the method has the characteristics of high reliability, strong practicability in monitoring equipment operation parameters for the metro integrated monitoring system.
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