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Abstract

DCT-based transformed domain watermarking algorithm has some flaws in the aspects of embedding position, embedding strength and embedding method, which have an important influence on watermarking embedding and watermarking extracting. In this paper we discussed these key techniques on DCT-based transformed domain watermarking algorithm and spatial domain digital watermarking algorithm, and their advantages and disadvantages respectively. We discovered the reason that error is generated during DCT and IDCT, and its influence on watermarking embedding and extracting, as well as the basic change rule of the pixel value matrix of the host image during watermarking embedding. On the basis of our analysis, a DCT-based spatial domain digital watermarking algorithm was proposed, which fully leveraged the discovered change rule during watermarking embedding using DCT-based transformed domain algorithm. Experimental results showed that the algorithm had the advantages of spatial domain algorithm and transformed domain algorithm and overcame some of their disadvantages. And it was superior to DCT-base transformed domain watermarking algorithm. In addition, our work has the certain reference significance to other fields using DCT and IDCT.
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1. Introduction

Digital Watermarking technology is playing an important role in information security and copyright protection. It has gotten the attentions of academia and industrial community. At present, there are mainly two kinds of typical digital watermarking algorithms: spatial domain digital watermarking algorithm and transformed domain digital watermarking algorithm. In the former, the watermark data is embedded in a host image by changing directly the value of the sampling points in its spatial domain. But in the latter, the host image is first transformed according to different transformed methods, and then the digital watermarking data is embedded in its transformed domain.


In transformed domain, Cox [6] proposed a frequency domain watermarking embedding method based on spread spectrum communication. In [7], Discrete Cosine Transform (DCT) is performed to the original host image, and then the watermarking data is embedded in its DCT domain. Himanshu [8] combined Singular Value Decomposition (SVD) [9] with DCT and proposed a novel watermarking algorithm. Bei Yi-Lin [10] used human visual system (HVS) to determine the embedding position in DCT domain, as well as strength factor. Zou Jiancheng [11] thought the phase information is more important than the amplitude information, and then proposed to embed the watermarking in the image Discrete Fourier Transform (DFT) domain. In addition, the digital watermarking algorithm based on Discrete Wavelet Transform (DWT) is proposed in [12, 13].

In general, spatial domain digital watermarking algorithm possesses following advantages: easy implementation, high executing efficiency, more digital watermarking
information to be embedded, better resistance to rotation and brightness adjustment, and it is not visually perceptible by human. But there are also several disadvantages: poor robustness, easy to be attacked, and the digital watermarking information are easily removed or destroyed by common signal processing, for example, data compression and low-pass filtering. By contrast, transformed domain digital watermarking algorithm has better invisibility and robustness by making full use of the characteristics of human perception, and better resistance to data compression and low-pass filtering. But watermarking embedding and extraction are not easy to implement. And the algorithms have high time and space complexity and less information to be embedded.

As far as transformed domain digital watermarking algorithm is concerned, DCT has been more attention and research [14-19] because of the following advantages. The DCT-based algorithm is simpler and easier to be implemented with relatively low time and space complexity than those based on DWT and DFT. What the more important is that, DCT is compatible with the international image compression standard (JPEG2000 and MPEG). This makes the algorithm has better resistance to jpeg compression. All the existing DCT-based transformed domain watermarking algorithms were based on DCT and IDCT, then some work was done to improve watermarking security and robustness. But it is the base itself that has some inherent flaws, such as the problems of balance between embedding position and embedding strength, error and zero watermarking. These flaws will also have an important influence on watermarking embedding, watermarking extracting and robustness, which were seldom considered by the existing methods. It is what we will discuss in the paper, and we will analyze them in detail in the latter sections.

The main contributions of this paper can be summarized as follows. 1) We discovered the reason that error is generated during DCT and IDCT, and its influence on watermarking embedding and extraction. 2) On the basis of analyzing DCT, we proposed a spatial domain digital watermarking algorithm (DSDWA), which is easy to implement with low time and space complexity. In the aspect of robustness, the algorithm has the advantages of both spatial domain algorithm and transformed domain algorithm, and overcomes some of their disadvantages.

The rest of the paper is organized as follows. Section 2 analyzes digital watermarking embedding positions and embedding strength in DCT-based watermarking algorithm and their influence on watermarking embedding and extraction, and discovers the reason of the error generated during DCT and IDCT. The proposed digital watermarking algorithm is elaborated in Section 3, as well as our experiments and evaluation method. Section 4 is dedicated to results and analysis. Finally, Section 5 gives some conclusions.

2. DCT-based Transformed Watermarking Algorithm Analysis
2.1. The Basic DCT-Based Digital Watermarking Algorithm

(1) The original host image is divided in K non-overlapping blocks $f_k(x',y')$ sized 8x8 generally, and DCT is performed to them, and then $F_k(x',y')$ is got.

(2) The pretreated watermarking information $W = \{ x_i \mid x_i \in \{0,1\}, 0 < i < L \}$ is embedded in the selected DCT coefficient of $F_k(x',y')$ according to the formula (1), where $a$ is the embedding strength factor.

$$F_k'(u',v') = \begin{cases} F_k(u',v') + a \cdot x_i \text{ the selected coefficient} \\ F_k(u',v') \text{ else} \end{cases}$$  \hspace{1cm} (1)

(3) IDCT (Inverse Discrete Cosine Transform) is performed to $F_k'(u',v')$, and then the pixel value matrix of the watermarked image is obtained as the formula (2).

$$f'(x,y) = \sum_{k=0}^{K-1} \text{IDCT}\{ F_k'(u',v') \}$$  \hspace{1cm} (2)
(4) The watermark extraction is the reverse process of the watermark embedding. The original host image and the watermarked image are first divided into non-overlapping blocks sized 8×8 respectively. Next, DCT is performed to them, then the coefficient matrix \( F \) and \( F^* \) are got. According to the formula (1), the watermarking data will be obtained, as shown in formula (3), where \((x,y)\) is the embedding position of the watermarking.

\[
x_i = \frac{(F^*_i(x,y) - F(x,y))}{a}
\]

(3)

2.2. The Embedding Position Analysis of the Algorithm

After DCT is performed to the host image, the original spatial domain image data is converted to the frequency domain data, namely Direct Current (DC) coefficient and Alternating Current (AC) coefficient. AC coefficient is divided into low frequency, intermediate frequency and high frequency AC coefficient. The DC coefficient represents average brightness of image, and image energy is mainly concentrated in the low-frequency AC coefficient. Cox proposed that the watermark information should be embedded in the most important parts in the visual system, i.e. the low-frequency AC coefficient [20, 21]. Some researchers [22, 23] thought that, under the premise of guaranteeing watermark invisibility, the watermarking data should be embedded in the DC coefficient. The reason is that DC coefficient is much larger than AC coefficient, and the smaller changes on a relatively large number will not cause too much change. Based on the above reasons, it can be concluded that, embedding the watermarking data in DC coefficient or low frequency AC coefficient will has a larger embedding strength and make the algorithm more robust against Low-pass filtering, lossy compression. However, embedding strength is always contradictory with invisibility of watermarking. Image quality is sensitive to the changes on DC coefficient or low frequency AC coefficient. In other words, embedding the watermarking data in these coefficients will cause changes on image vision. For the purpose of giving consideration to robustness and invisibility, some researchers proposed to embed watermarking data in intermediate frequency AC coefficient [24].

In this paper, we conducted a series of experiments to embed watermarking information in DC coefficient, low frequency (lf), intermediate frequency (if) and high frequency (if) AC coefficient. The original host image (JPEG) sized 256×256 and watermarking image (binary image) sized 32×32 are shown as Figure 1 (a) and (b). The watermarked images where watermarking data is embedded in the coefficient \((0,0)\), \((0,1)\) (3.3) and \((7,7)\) respectively are shown as Figure 1 (c)-(f). In our experiments, we made the embedding strength factor \(a = 4\).

The reasons will be given in the next section. Compared to the original host image, it can be seen that all the watermarked images changed in the visual, no matter where watermarking data is embedded. Especially, it can be indicated from the Figure 1 (c) that embedding watermarking in DC coefficient had obvious influence on brightness of the image. Then we selected another image as host image 2 with the same size shown in Figure 1 (g) and conducted the same experiments. There was no difference between the watermarked image in Figure 1 (h) and the original host image in Figure 1 (g), at least in visual. The reason was that the original image 2 had more complex texture feature than the original image 1. Apparently it is not enough to only consider embedding position in the DCT-based watermarking algorithm. We think it will be a good method to combine embedding position and the texture feature of host image in DCT-based watermarking algorithm.

2.3. The Influence of DC Coefficient Change on the Image Pixel Value Matrix

Let \(A_{mn}(m = 0,1,\cdots,7, n = 0,1,\cdots,7)\) be the pixel value matrix of the original host image, \(A'_{mn}\) be the pixel value matrix of the watermarked image, \(B_{pq}(p = 0,1,\cdots,7, q = 0,1,\cdots,7)\) be the DCT coefficient matrix of \(A_{mn}\), \(B'_{pq}\) be DCT coefficient matrix of the watermarked image before IDCT, and \(B''_{pq}\) be the modification on \(B_{pq}\), the formula (4) and (5) are got according to the formula (1).

\[
B''_{pq} = B_{pq} + B''_{pq}
\]

(4)
According to DCT, (6) is got.

\[
A_{mn} = \sum_{p=0}^{M-1} \sum_{q=0}^{N-1} a_p a_q (B_{pq} + \hat{B}_{pq}) \cos \frac{\pi (2m+1)p}{2M} \cos \frac{\pi (2n+1)q}{2N}
\]

Then (7) is derived.

\[
A_{mn} = A_{mn} + \sum_{p=0}^{M-1} \sum_{q=0}^{N-1} a_p a_q (\hat{B}_{pq}) \cos \frac{\pi (2m+1)p}{2M} \cos \frac{\pi (2n+1)q}{2N}
\]

Because of embedding watermarking in DC coefficient, the formula (8) is true.

\[
\hat{B}_{pq} = \begin{cases} 
0 & \text{not } p = 0 \text{ and } q = 0 \\
0 & \text{else}
\end{cases}
\]

According to the formula (4) and (8), the formula (9) is got. The formula (10) is the modification.

\[
A'_{mn} = A_{mn} + \frac{1}{8} \hat{B}_{00}
\]

\[
C = \frac{1}{8} \hat{B}_{00} = \frac{1}{8} ax_i
\]
2.4 The Influence of Image Pixel Value Matrix Change on DC Coefficient

Supposed that $\beta$ is the modification of the pixel value matrix after embedding watermarking information. According to the formula (1) and IDCT, the formula (11) is got.

$$B'_{pq} = a_p a_q \sum_{m=0}^{M-1} \sum_{n=0}^{N-1} (A_{mn} + \beta) \cos \frac{\pi(2m+1)p}{2M} \cos \frac{\pi(2n+1)q}{2N}$$

(11)

$$B'_{pq} = B_{pq} + \beta a_p a_q \sum_{m=0}^{M-1} \sum_{n=0}^{N-1} (A_{mn} + \beta) \cos \frac{\pi(2m+1)p}{2M} \cos \frac{\pi(2n+1)q}{2N}$$

(12)

Let $C_{pq} = a_p a_q \sum_{m=0}^{M-1} \sum_{n=0}^{N-1} (A_{mn} + \beta) \cos \frac{\pi(2m+1)p}{2M} \cos \frac{\pi(2n+1)q}{2N}$

(13)

In essence, $C_{pq}$ is the coefficient matrix that DCT is performed to an all-1 matrix sized 8×8, so the formula (14) is true.

$$C_{pq} = \begin{cases} 8 & p = 0 \text{ and } q = 0 \\ 0 & \text{else} \end{cases}$$

(14)

Then the formula (15) is true.

$$B''_{pq} = B'_{pq} - B_{pq} = 8\beta$$

(15)

From the formula (1), the formula (15) is the inverse process of the watermarking embedding, namely the formula for the watermarking extraction.

In ideal state (we means no error), according to the formula (1) and (15), the formula (16) is true.

$$8\beta = ax_j \quad \text{or} \quad x_j = 8\beta / a$$

(16)

From the formula (10), the modification of the pixel value matrix of the host image after embedding watermarking depends on the embedding strength factor $a$. According to the formula (16), the value of the modification $\beta$ is only equal to 0.5 when $a = 4$. The pixel value matrix of the watermarked image will be got only if the following process is finished: 1) IDCT is performed to the DCT coefficient matrix having been embedded watermarking in, 2) the results of IDCT are rounded because a pixel value of image is an integer number. It is just in DCT and IDCT process that error is inevitably generated. The error makes the modification of the pixel value of the watermarked image be equal to 1 or 0. Namely if $a < 4$, the pixel value matrix of the original host image is likely same exactly with that of the watermarked image. In other word, there is no watermarking embedded in original image, i.e. zero-watermark, so it is impossible to extract it.

In conclusion, the embedding strength factor $a$ is one of the key factors in DCT-based watermarking algorithm. When $a$ is relatively large, the modification of the pixel value is large, and the algorithm will be more robust against various signal processing, but it can reduce the image quality and cause changes in visual. Conversely, the smaller the value of $a$, the worse the robustness.

In a similar way, the formula (17) can be deduced when embedding watermarking in low frequency AC coefficient (0,1).
\[ A_{mn}^{'*} = A_{mn} + \frac{\sqrt{2}}{8} B_{01}^r \cos \left( \frac{(2n+1)\pi}{16} \right) \] (17)

And the modification of the columns 0-7 of the original pixel value matrix are as follows when
\[ B_{01}^r = ax + \frac{\sqrt{2}}{8} B_{01}^r \cos \frac{\pi}{16}, \frac{\sqrt{2}}{8} B_{01}^r \cos \frac{3\pi}{16}, \frac{\sqrt{2}}{8} B_{01}^r \cos \frac{5\pi}{16}, \ldots, \frac{\sqrt{2}}{8} B_{01}^r \cos \frac{15\pi}{16}. \]

3. The Proposed Digital Watermarking Algorithm

Based on above analysis, the following conclusions can be drawn. DCT-based digital watermarking algorithm realizes watermarking embedding by modifying DCT coefficients of the pixel value matrix of the original host image, which may be DC coefficient or AC coefficient. In essence, the watermarking embedding process is a process to modify regularly the energy carried by every pixel itself of the image, which finally reflects in the pixel value matrix of the watermarked image derived from DCT and IDCT. One of the reasons that the transformed domain digital watermarking algorithm is better than the spatial domain algorithm is that, the former modifies the energy carried by image in the frequency domain, and this modification reflects evenly in every pixel value of image at last. But there are some defects in DCT-based digital watermarking algorithm as follows. 1) Both DCT and IDCT have a large number of calculations with higher time and space complexity than spatial domain algorithm. 2) Error inevitably exists in the process of DCT and IDCT, which greatly influences watermarking embedding and extraction. 3) It is hard to determine the embedding strength factor. Unsuitable value will lead to zero-watermark or reducing image quality. 4) The algorithm itself has bad resistance to some signal processing, for example brightness adjustment and horizontal rotation processing. By contrast, the spatial domain algorithm has the following advantages: easy implement and better robustness against brightness adjustment and horizontal rotation processing. According to the above analysis, we proposed a spatial domain digital watermarking algorithm based on DCT.

3.1. Watermarking Embedding Algorithm

1) Extracting the pixel value matrix of the original host image and dividing it into non-overlapping blocks sized 8×8.
2) Converting the watermark image into one-dimensional binary sequences.
3) Embedding watermarking data in the 8×8 pixel matrix of the original host image according to the following rules: if the embedded data is “1”, every pixel value of the 8×8 pixel matrix plus 1. The purpose of doing so is to ensure a smooth color change to the whole image block without visual changes. Meantime, in order to prevent substantial changes in individual pixel color caused by overflow, the pixel value of 255 would be excluded. If the embedded data is “0”, staying all the original pixels value.
4) Repeating the step 3) until all the watermark data are embedded.

As a result, the method makes the changes on the energy carried by image reflect in every pixel, which coincides with fundamental principle of DCT-based watermarking embedding algorithm. Meantime, changing evenly the pixel value matrix is beneficial to keeping the watermarked image quality.

3.2. Watermarking Extraction Algorithm

1) Extracting the pixel value matrix of the original host image and the watermarked image, and dividing them into non-overlapping blocks sized 8×8.
2) Calculating the sum of all the pixels value of every block of the original host image and the watermarked image respectively, denoted “sum1” and “sum2”.
3) If sum2 minus sum1 is larger than 0, the embedded watermark data is “1”, else “0”.
4) Repeating the step 3) until all the watermark data are extracted, and reassembling all the extracted watermark data into an image.

3.3. Experiments and Evaluation

We used the image in Figure 1 (g) as the original host image and the image in Figure 1 (b) as the watermarking image to conduct a series of experiments. In our experiments, two
methods are adopted to evaluate the extracted watermarking data. One is correlation coefficient measurement shown as the formula (18), where $W'$ is the extracted watermarking data, and $W$ is the original watermarking data. $P(W', W)$ indicates the correlativity between $W'$ and $W$. $P(W', W)$ is closer to 1, the correlativity between them is higher, and 1 means they are the same signal. Conversely, it is closer to 0, the correlativity is lower, and 0 means completely irrelevant. The other is similarity measurement shown as the formula (22), where $|G(W') \cap G(W)|$ is the number of the same pixels between $W'$ and $W$, and $|G(W)|$ is the total number of pixels of $W$. The value range of $S(W', W)$ is $[0, 1]$, which is same to $P(W', W)$.

$$P(W', W) = \frac{\text{Cov}(W', W)}{\sqrt{D(W') D(W)}}$$  \hfill (18)

$$D(W') = E[(W' - E(W'))^2]$$  \hfill (19)

$$D(W) = E[(W - E(W))^2]$$  \hfill (20)

$$\text{Cov}(W', W) = E[(W' - E(W'))(W - E(W))]$$  \hfill (21)

$$S(W', W) = \frac{|G(W') \cap G(W)|}{|G(W)|}$$  \hfill (22)

4. Results and Analysis

Experimental results are shown as Figure 2. The image (a)-(i) is the extracted watermarking image after the following processing is performed to the watermarked image respectively: image shear, contrast adjustment, horizontal rotation, vertical rotation, brightness adjustment, smoothing, sharpening, adding 50% noise and low-pass filtering. The image (j)-(n) is the extracted watermarking image after the watermarked image is compressed with the compressibility factor 80%, 70%, 60%, 50% and 30% respectively. Due to limited space, the processed watermarked images are omitted.

![Figure 2. The extracted watermarking image](image-url)

Experimental data derived from DCT-based watermarking algorithm and DSDWA is shown as Table 1. In the former experiments, watermarking is embedded in DC coefficient with the embedding strength $a = 4$. From the Figure 2 and the Table 1, it can be proved that DSDWA is an effective digital watermarking algorithm. DSDWA is a spatial domain digital watermarking algorithm with easy implement, which makes it robust against brightness adjustment and rotation, and overcomes the disadvantages of the frequency domain algorithm.
Meantime, from the above analysis, DSDWA in essence used fundamental principle (i.e. modifying regularly the pixel values) to realize watermarking embedding. So it has the characteristic of the frequency domain algorithm, which makes it robust against low-pass filtering and jpeg lossy compression, and overcomes the disadvantages of the spatial domain algorithm. Different from the traditional LSB algorithm, DSDWA is not a simple replacement of the bit-plane, but superimposes the energy of the embedded watermarking upon the energy of the entire host image. This makes the safety of the watermarking information much higher than spatial domain algorithm. Compared to DCT-based transformed domain algorithm, DSDWA has the following advantages: (1) DSDWA is robust against shear, brightness and horizontal rotation than DCT-based transformed domain algorithm. Meantime both have the similar robustness against other signal processing. (2) From the aspect of the time complexity, DSDWA is \( O(n^2) \), whereas both DCT and IDCT are \( O(n^4) \). (3) The computation procedure of DSDWA is precise, no error and no zero watermarking. It also can be seen that both DSDWA and DCT-based transformed domain algorithm still have less robustness against sharpening and adding noise.

<table>
<thead>
<tr>
<th>Attack method</th>
<th>Embedding algorithm</th>
<th>Similarity</th>
<th>Correlation coefficient</th>
<th>Identifiability</th>
</tr>
</thead>
<tbody>
<tr>
<td>No attack,</td>
<td>DCT</td>
<td>1</td>
<td>1</td>
<td>Y</td>
</tr>
<tr>
<td></td>
<td>DSDWA</td>
<td>1</td>
<td>1</td>
<td>Y</td>
</tr>
<tr>
<td>Shear</td>
<td>DCT, related to the shear position</td>
<td>1</td>
<td>0.2833</td>
<td>N</td>
</tr>
<tr>
<td>Brightness 110%</td>
<td>DCT</td>
<td>0.4932</td>
<td>0.8512</td>
<td>Y</td>
</tr>
<tr>
<td></td>
<td>DSDWA</td>
<td>0.8728</td>
<td>0.8512</td>
<td>Y</td>
</tr>
<tr>
<td>Contrast 110%</td>
<td>DCT</td>
<td>0.4852</td>
<td>0.0256</td>
<td>N</td>
</tr>
<tr>
<td></td>
<td>DSDWA</td>
<td>0.5018</td>
<td>0.0283</td>
<td>N</td>
</tr>
<tr>
<td>Horizontal rotation,</td>
<td>DCT</td>
<td>0.46</td>
<td>0.1325</td>
<td>N</td>
</tr>
<tr>
<td></td>
<td>DSDWA</td>
<td>0.5453</td>
<td>0.7491</td>
<td>Y</td>
</tr>
<tr>
<td>vertical rotation</td>
<td>DCT</td>
<td>1</td>
<td>1</td>
<td>Y</td>
</tr>
<tr>
<td></td>
<td>DSDWA</td>
<td>1</td>
<td>1</td>
<td>Y</td>
</tr>
<tr>
<td>Sharpening</td>
<td>DCT</td>
<td>0.4872</td>
<td>0.0823</td>
<td>N</td>
</tr>
<tr>
<td></td>
<td>DSDWA</td>
<td>0.4883</td>
<td>0.0805</td>
<td>N</td>
</tr>
<tr>
<td>Smoothing</td>
<td>DCT</td>
<td>0.7021</td>
<td>0.8753</td>
<td>Y</td>
</tr>
<tr>
<td></td>
<td>DSDWA</td>
<td>0.7261</td>
<td>0.8536</td>
<td>Y</td>
</tr>
<tr>
<td>Adding 50% noise</td>
<td>DCT</td>
<td>0.4845</td>
<td>0.0702</td>
<td>N</td>
</tr>
<tr>
<td></td>
<td>DSDWA</td>
<td>0.3956</td>
<td>0.0238</td>
<td>N</td>
</tr>
<tr>
<td>Compression of 50%</td>
<td>DCT</td>
<td>0.8763</td>
<td>0.7982</td>
<td>Y</td>
</tr>
<tr>
<td></td>
<td>DSDWA</td>
<td>0.8566</td>
<td>0.7539</td>
<td>Y</td>
</tr>
<tr>
<td>Low-pass filtering</td>
<td>DCT</td>
<td>0.8153</td>
<td>0.7523</td>
<td>Y</td>
</tr>
<tr>
<td></td>
<td>DSDWA</td>
<td>0.8098</td>
<td>0.7631</td>
<td>Y</td>
</tr>
</tbody>
</table>

5. Conclusion

DCT-based digital watermarking algorithm was widely researched in recent years. In this paper, we discussed several basic factors that work in all DCT-based digital watermarking algorithms, including watermarking embedding position, embedding strength and error generated in DCT and IDCT and their influence on watermarking embedding and extraction. Our research shows it is not enough to only consider single aspect in DCT-based watermarking algorithm. For the purpose of trade off between invisibility and robustness, all the above factors and the image texture should be considered comprehensively. In our study, we discovered that the process of watermarking embedding with DCT algorithm was essentially a process of modifying regularly the pixel value matrix of the host image. Based on this, we proposed DSDWA in this paper. The algorithm makes full use of the advantages of spatial domain algorithm and transformed domain algorithm. The experimental results show that the proposed DSDWA is superior to DCT-based watermarking algorithm, whether in time and space.
complexity or robustness. But it is not perfect against all signal processing, we will improve it in our future work.

Acknowledgement
The work in this paper is supported by National Program on Key Basic Research Project (973 Program) under Grant No. 2013CB329606, the Scientific Research Found of Jiangxi Provincial Education Department of China under Grant No. GJJ13411 and the Jiangxi Provincial Ministry of Education Research Fund under Grant No.12770.

References