Optimized Ant Colony Algorithm by Local Pheromone Update

Hui Yu
School of Computer Science and Technology/ HuBei University of Education
Wuhan, China. 027-87943677
e-mail: 29982668@qq.com

Abstract
Ant colony algorithm, a heuristic simulated algorithm, provides better solutions for non-convex, non-linear and discontinuous optimization problems. For ant colony algorithm, it is frequently to be trapped into local optimum, which might lead to stagnation. This article presents the city-select strategy, local pheromone update strategy, optimum solution prediction strategy and local optimization strategy to optimize ant colony algorithm, provides ant colony algorithm based on local pheromone update, also inspects and verifies it by TSP problems. The results of the numeric experiments suggest that on some TSP problems, the optimized ant colony algorithm acquired more satisfied solutions than all that we have already known.
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1. Introduction
Ant Colony Optimization (ACO) is an evolutionary algorithm, which simulates the ant behavior of feeding. It was first proposed by Italian scientist M.Dorlgo, enlightened by biological evolution mechanism in 1990s’ [1-2]. In the nature world, the ants search the shortest path between their colony and a source of food by information communication and cooperation among individuals. In the movement of the ants, a substance called “pheromone” is laid down on the trail, of which the intensity can be detected and estimated by every ant, and lead them to move towards the direction of high pheromone intensity. So in the process of ant colony seeking food, the more ants have passed on one path, the higher the probability other ants would choose this path, the more pheromone would be kept consequently. Time after time, this path would be selected by all the ants as the shortest. The Ant Colony Algorithm simulates the ants foraging mechanism, constructs a number of artificial ants, searching the path according to the pheromone intensity on it. When all ants finish one searching, update the intensity of the pheromone. Iterated continuously, most ants will follow the same path(the optimal path) to end the searching.

The research suggests that the ant colony optimization has many advantages such as distributed computing, and it can be easily composited with other methods, and has good robustness [2]. It achieved great successes in solving Combinatorial Optimization Problems like TSP [3] (Traveling Salesman Problem), QAP (Quadratic Assignment Problem), and JSP(Jobshop Scheduling Problem). Meanwhile, it is defective. The biggest problem of it is that when solving problems it easily gets involved in stagnation and might be trapped in local optima. For the last twenty years, scientists have been studying the ant colony optimization and came up with plenty of algorithms to improve the standard ant colony algorithm such as MAX-MIN Ant System [4], the composite of Immunity Algorithm and Ant Algorithm[5-6], the hybrid of Genetic Algorithm and Ant Colony Algorithm [7-10]. This article briefly presents the Ant Colony Algorithm and TSP problems then particularly discusses the introduction of city-select strategy, local pheromone update strategy, optimum solution prediction strategy and local optimization strategy and tests some TSP problems with experiment. The first part of this article presents the principle of the Ant Colony Algorithm; the second part is about city-select strategy, in which the Prior Probability has been brought; the third part is about local pheromone update strategy, in which the update of local pheromone by Nearest Neighbor Algorithm has been introduced; the fourth
part is about optimum solution prediction strategy, in which how to predict the optimum solution and the incentives and disincentives have been introduced; the fifth part talks about the local optimization strategy, using the Simulated Annealing Algorithm to optimize the optimal solution and finally the sixth part presents the results and analysis of our experiments which is also the conclusion of this paper.

2. TSP Problem by Ant Colony Algorithm
2.1. Mathmatic Model
We use n cities (1, 2, ..., i, ..., j, ..., n) TSP problems to explain the basic ant colony algorithm. The so-called n city TSP problem is to find the shortest path when ants visiting n cities without repetition. First we introduce conventional symbols in TSP problem:

- \( n \) is the quantity of ant in the colony,
- \( p_{ij} \) is the distance between city i and city j,
- \( \tau_{ij} \) is the amount of residual pheromone on side \((i, j)\),
- \( \eta_{ij} = 1 / D_{ij} \), \( Tabu_k \) is the tabu list of the ant \( k \) (recording the path that the ant \( k \) has visited),
- \( \Delta \tau_{ij}^k \) is the amount of pheromone laid down by ant \( k \) on the side \((i, j)\),
- \( L_k \) is the distance of ant \( k \) passing around cities.

Initially, the amount of pheromone is same on each path: \( \tau_{ij} = C \) (\( C \) is a non-zero constant), ant \( k \) is put randomly in one city, and it selects next city according to the amount of pheromone on each path, the probability \( P_{ij}^k \) from city \( i \) to city \( j \) at time \( t \), can be calculated as below:

\[
P_{ij}^k (t) = \frac{\sum_{s \in allowed} e^{\alpha \tau_{is} (t) \eta_{sj}}}{\sum_{s \in allowed} e^{\alpha \tau_{is} (t) \eta_{sj}} + \sum_{s \in other} e^{\alpha \tau_{is} (t) \eta_{sj}}}, \quad j \in allowed \quad k \\
0, \quad k \in other
\]  

In the formula: \( allowed_k \) are the cities allowed to select, \( \alpha \) is the importance of the pheromone, \( \beta \) is the importance of the trigger factor.

To avoid ant visiting one city repeatedly, add the visited city into tabu list \( Tabu_{ij} \).

With the time goes by, the pheromone is declining. After \( n \) moments, the ant finishes one circulation, adjust the pheromone on each path by formulas as follows:

\[
\tau_{ij} = (1 - \rho) \cdot \tau_{ij} + \Delta \tau_{ij}
\]  

\[
\Delta \tau_{ij} = \sum_{k=1}^{n} \Delta \tau_{ij}^k
\]  

In the formula: \( \Delta \tau_{ij} \) is the total residual amount of pheromone on path \( i, j \) in this circulation, and can be calculated by Ant-cycle System [5]:

\[
\Delta \tau_{ij} = \begin{cases} \frac{Q}{L_k} & \text{ant } k \text{ passes through path } ij \text{ in the circulation} \\ 0 & \text{others} \end{cases}
\]  

In the formula: \( Q \) is a constant, indicates the intensity of pheromone, which can affect the convergence rate of the algorithm to some extent, \( L_k \) represents the total Length of the path ant \( k \) has visited in the circulation.
After all ants have finished one circulation, one iteration process is completed. Record the optimal path. The final optimal path can be searched by repeating the above processes until the pre-concerted iteration.

2.2. The Defect of Ant Colony Algorithm

The standard ant colony algorithm uses the global update pheromone method, which has taken into account the searching result of each ant, which indicates the feedback of pheromone, however, global pheromone update partly results in the postpone of pheromone update. So in that case, the ant colony can not be guided to the optimal solution. In the process of searching, the ant colony always tends towards the path of the highest pheromone intensity. As the existence of positive feedback, the currently best path will accumulate much more pheromone than any other paths after a period of time, even if there is a better solution, it can not be found by the ant colony as the pheromone intensity on it is far less than the currently best solution. The ant colony is trapped in local optimum, the better solution can not be found [12-13].

3. Improved ant Colony Algorithm

3.1. City Select Strategy

The city select strategy which is introduced here is defined as below, in the process of ant visiting cities, set a prior probability $q_0$, and a random number $q$ is generated, when the ant selects next city; compare $q$ with $q_0$, if it is bigger than $q_0$, select next city node by probability $P_{ij}^k$ according to formula (5), otherwise by probability $P_{ij}^k$ according to formula (7).

$$P_{ij}^k = \max \left\{ P_{ij}^k \right\}$$  \hspace{1cm} (5)

$$P_{ij}^k = \begin{cases} \tau_i^\alpha \eta_j^\beta, & j \in \text{allowed}_k \\ 0 & i = j \end{cases}$$ \hspace{1cm} (6)

$$P_{ij}^k = \max \left\{ P_{ij}^k \right\}$$ \hspace{1cm} (7)

$$P_{ij}^k = \frac{\tau_i^\alpha \eta_j^\beta}{\sum_{i \in \text{allowed}_k} \tau_i^\alpha \eta_j^\beta}, \quad j \in \text{allowed}_k$$ \hspace{1cm} (8)

In the formula: $\tau_{ij}$ indicates the pheromone from city $i$ to city $j$, $\alpha$ is the importance of pheromone, $\eta_{ij}$ is the trigger information from city $i$ to city $j$, $\beta$ is the importance of the trigger information, $\text{allowed}_k(1, 2, \cdots, n)$ are cities that can be selected by ant $k$ in next step.

3.2. Local Pheromone Update

The global update pheromone strategy used in standard ant colony algorithm has delay effect, so local pheromone update strategy is introduced to guide the movement of ants without delay. When ant selects next city according to city-select strategy, update the pheromone matrix according to formula(9). The local pheromone update strategy formula (9) is as below:

$$\tau_{ij} = (1 - \delta)\tau_{ij} + \frac{\delta}{N \cdot L_{mn}}$$ \hspace{1cm} (9)
In the formula, $\delta(0 < \delta < 1)$ is the evaporation rate of local pheromone, \( N \) is the number of city nodes, \( L_{nn} \) is calculated by Nearest Neighbor Algorithm. Start from one random city, according to Greedy Algorithm, a city with shortest distance is selected as next city node, the total distance after visiting all the city nodes is defined as \( L_{nn} \).

### 3.3. Optimal Solution Prediction Strategy

A good solution can be searched instantly by running the Ant Colony Algorithm, but as it’s easily trapped into local optimum, the solution might be taken for optimum and preserved for continuous iterations. With the update to pheromone matrix by global pheromone strategy, the amount of pheromone on this path is far more than that on other paths. The superior solution can’t be searched even if it exists due to the less amount of pheromone on the path. Accordingly, this article proposes a method to predict the current optimal solution found by ant colony. When the current better solution is preserved for certain iterations, better solutions can be found by rewarding the pheromone on current better path to accelerate convergence of ant colony; when the current better solution is preserved over certain iterations, it will be predicted to have already been trapped into local optimum. Pheromone on the path of current solution will be penalized to avoid its accumulation so as to prevent local optimum.

The process of optimal solution prediction strategy is as follows: after visiting all city nodes the ant colony will find a currently better solution and count the preserved iterations. When the preserved iterations number of the better solution found by ant colony is smaller than \( 0.05n_{max} \) of the total number of iterations, update the information on the optimal path according to formula (10) to accelerate convergence; when the preserved iteration number of the better solution is bigger or equal to \( 0.05n_{max} \) and smaller than \( 0.10n_{max} \), penalize the current optimal path to avoid the local optimum, penalty coefficient is 0.05, and update the pheromone according to formula (11). The rest may be deduced by analogy: when the preserved iteration number of the better solution is bigger than or equal to \( 0.10n_{max} \) and smaller than, penalty coefficient is 0.10; when the preserved iteration number of the better solution is bigger than or equal to \( 0.20n_{max} \) and smaller than \( 0.30n_{max} \), penalty coefficient is 0.20; when the preserved iteration number of the better solution is bigger than or equal to \( 0.30n_{max} \) and smaller than \( 0.40n_{max} \), penalty coefficient is 0.30; when the preserved iteration number of the better solution is bigger than or equal to \( 0.40n_{max} \), the current optimal path is predicted to have already been trapped into local optimum, set the pheromone on current optimal path as initial value according to formula (12).

\[
\tau_{ij} = (1 - \rho) \cdot \tau_{ij} + \frac{\rho}{N \cdot L_{best}}
\]  
(10)

In the formula: \( \rho(0 < \rho < 1) \) is the evaporation rate of global pheromone, \( N \) is the number of city nodes, \( L_{best} \) is the currently shortest path.

\[
\tau_{ij} = \tau_{ij} + \frac{\gamma}{N \cdot L_{best}}
\]  
(11)

In the formula: \( \gamma(0 < \gamma < 1) \) is the pheromone penalty factor.

\[
\tau_{ij} = \frac{1}{N \cdot L_{nn}}
\]  
(12)

In the formula: \( L_{nn} \) is calculated from Nearest-Neighborhood distance.

### 3.4. Local Optimization Strategy

Local optimization strategy optimizes the current better solution by Simulated Annealing Algorithm. A better solution and corresponding path will be found after ant colony visiting all city nodes.
nodes. Take the path as initial solution of simulated annealing algorithm, and search by simulated annealing algorithm. Optimize the better solutions of each iteration by simulated annealing algorithm, and it helps Ant Colony Algorithm jump out the local optimal solution trap, and get superior solution in solution domain.

3.5. Algorithm Flow

The general Ant Colony Algorithm flow based on local pheromone update is given as below:

Step 1: initialize the quantity of ant \( M \), the maximum iteration number \( n_{\text{Max}} \), the importance of pheromone \( \alpha \), the importance of heuristic information \( \beta \), the evaporation rate of local pheromone \( \delta \), the evaporation rate of global pheromone \( \rho \), pheromone matrix \( \tau_{ij} \), heuristic information matrix \( \eta_{ij} \), pheromone penalty factor \( \gamma \), iteration number \( n_{c} = 1 \).

Step 2: put \( M \) ants in \( N \) cities randomly, and store these cities in the ant’s tabu list.

Step 3: if the iteration number \( n_{c} \) is smaller than the maximum iteration number \( n_{\text{Max}} \), continue the next step, otherwise jump to Step 11.

Step 4: ant \( k \) chooses next city \( j \) according to the city-select strategy, meanwhile put city \( j \) in Tabu list.

Step 5: update the pheromone of \( \tau_{ij} \) according to formula (9).

Step 6: once \( M \) ants have visited \( N \) cities, a better solution \( \text{LocalbestValue} \) comes out.

Step 7: compare the better solution \( \text{LocalbestValue} \) with the global optimal solution \( \text{GlobalbestValue} \), if it is smaller, then \( \text{GlobalbestValue} = \text{LocalbestValue} \), counting variable \( n_{um} = 1 \); otherwise counting variable \( n_{um} = n_{um} + 1 \).

Step 8: the pheromone \( \tau_{ij} \) is processed in the optimal solution prediction strategy, according to the counting variable \( n_{um} \).

Step 9: optimize the optimal solution by Local Optimization Strategy.

Step 10: \( n_{c} = n_{c} + 1 \), jump to Step 3.

Step 11: output the optimal solution (the shortest path and path length).

4. Experiment Results and Analysis

Pick some TSP problems from TSPLIB (http://www.iwr.uni-heidelberg.de/groups/comopt/software/TSPLIB95/tsp/), and run them several times by C++ language. The results are listed as below in Table 1.

<table>
<thead>
<tr>
<th>problem</th>
<th>TSPLIB Optimal solution</th>
<th>Refs. [14–17] Optimal solution</th>
<th>The worst solution</th>
<th>deviation</th>
</tr>
</thead>
<tbody>
<tr>
<td>Oliver30</td>
<td>423.741</td>
<td>423.741</td>
<td>424.692</td>
<td>0.00</td>
</tr>
<tr>
<td>C-TSP</td>
<td>15404</td>
<td>15402</td>
<td>15471</td>
<td>0.0000</td>
</tr>
<tr>
<td>Elion51</td>
<td>426</td>
<td>426</td>
<td>428.468</td>
<td>0.0000</td>
</tr>
<tr>
<td>Elion76</td>
<td>542.31</td>
<td>538</td>
<td>549.492</td>
<td>0.0000</td>
</tr>
<tr>
<td>KroA100</td>
<td>21294</td>
<td>21292</td>
<td>21644</td>
<td>0.0047</td>
</tr>
<tr>
<td>Ch130</td>
<td>6110</td>
<td>6110</td>
<td>6180.54</td>
<td>0.0094</td>
</tr>
<tr>
<td>Ch150</td>
<td>6532</td>
<td>6528</td>
<td>6574</td>
<td>0.02</td>
</tr>
<tr>
<td>Gr202</td>
<td>549.9981</td>
<td>-</td>
<td>-</td>
<td>-0.1082</td>
</tr>
<tr>
<td>Tsp225</td>
<td>3919</td>
<td>3919</td>
<td>3982</td>
<td>-0.0155</td>
</tr>
<tr>
<td>Pcb442</td>
<td>50784</td>
<td>50778</td>
<td>51601</td>
<td>0.0000</td>
</tr>
<tr>
<td>Pa561</td>
<td>19331</td>
<td>-</td>
<td>15776</td>
<td>-0.2253</td>
</tr>
<tr>
<td>Pa561</td>
<td>19331</td>
<td>-</td>
<td>15905</td>
<td>-0.2253</td>
</tr>
</tbody>
</table>
The deviation in Table 1 presents the discrepancy percentage compared with the optimal solutions we have known. It shows in Table 1 that the optimal solutions are very close, comparing the optimized Ant Colony Algorithm with the best experiment results we have known on Oliver30, Elion51, Pcb42 and Travelling salesman problems in 31 cities of China. On Elion75 and Ch130 problems, the deviations of the optimal solutions found by optimized Ant Colony Algorithm and the currently-known optimal solutions are 0.0047 and 0.0094, which are less than the acceptable probability range of 0.1. On Ch150, Gr202, Tsp225, and Pa561 problems, the optimized Ant Colony Algorithm can find better solutions than optimal experiment results we have known.

Table 2 is the parameter configuration acquired from Table 1 on solving different TSP problems. Table 1 shows, ant number of the colony is identical to the number of city node $M = N$, parameter $\alpha$ and $\beta$ accrue with the growth of the city size, and inspected by experiment, we can get better solutions when $\alpha$ is smaller than $\beta$. set both parameter $\delta$ and $\rho$ to 0.1, identical to Reference,[18], set parameter $q_0$ to 0.01 when the number of city node is less than 50, otherwise set it to 0.1, tested by experiment.

<table>
<thead>
<tr>
<th>problem</th>
<th>$M$</th>
<th>$nMax$</th>
<th>$\alpha$</th>
<th>$\beta$</th>
<th>$\delta$</th>
<th>$\rho$</th>
<th>$q_0$</th>
</tr>
</thead>
<tbody>
<tr>
<td>Oliver30</td>
<td>30</td>
<td>500</td>
<td>2</td>
<td>3</td>
<td>0.1</td>
<td>0.1</td>
<td>0.01</td>
</tr>
<tr>
<td>31 cities of China</td>
<td>31</td>
<td>500</td>
<td>2</td>
<td>3</td>
<td>0.1</td>
<td>0.1</td>
<td>0.01</td>
</tr>
<tr>
<td>Elion51</td>
<td>51</td>
<td>5000</td>
<td>2</td>
<td>4</td>
<td>0.1</td>
<td>0.1</td>
<td>0.01</td>
</tr>
<tr>
<td>Elion76</td>
<td>76</td>
<td>1000</td>
<td>2</td>
<td>5</td>
<td>0.1</td>
<td>0.1</td>
<td>0.1</td>
</tr>
<tr>
<td>KroA100</td>
<td>100</td>
<td>1000</td>
<td>3</td>
<td>5</td>
<td>0.1</td>
<td>0.1</td>
<td>0.1</td>
</tr>
<tr>
<td>Ch130</td>
<td>130</td>
<td>1000</td>
<td>3</td>
<td>7</td>
<td>0.1</td>
<td>0.1</td>
<td>0.1</td>
</tr>
<tr>
<td>Ch150</td>
<td>150</td>
<td>1000</td>
<td>3</td>
<td>8</td>
<td>0.1</td>
<td>0.1</td>
<td>0.1</td>
</tr>
<tr>
<td>Gr202</td>
<td>202</td>
<td>1000</td>
<td>4</td>
<td>6</td>
<td>0.1</td>
<td>0.1</td>
<td>0.1</td>
</tr>
<tr>
<td>Tsp225</td>
<td>225</td>
<td>1000</td>
<td>4</td>
<td>7</td>
<td>0.1</td>
<td>0.1</td>
<td>0.1</td>
</tr>
<tr>
<td>Pcb442</td>
<td>442</td>
<td>2000</td>
<td>5</td>
<td>9</td>
<td>0.1</td>
<td>0.1</td>
<td>0.1</td>
</tr>
<tr>
<td>Pa561</td>
<td>561</td>
<td>2000</td>
<td>5</td>
<td>10</td>
<td>0.1</td>
<td>0.1</td>
<td>0.1</td>
</tr>
</tbody>
</table>

5. Conclusion
This article introduced city-select strategy, local pheromone update strategy, optimum solution prediction strategy and local optimization strategy to optimize ant colony algorithm. Compared with some optimal solutions on TSP problems that we have known, the optimized algorithm acquired satisfied solutions. Because of the introduction of the optimal prediction strategy, the pheromone accumulation of the optimal solution was blown up, more iterations were needed when searching the optimal solution in the solution domain, and the convergence rate was slowed down. These problems need to be improved and further research is needed in next phase of our work.
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