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Abstract
In order to improve network intrusion detection precision, this paper proposed a network intrusion detection model based on simultaneous selecting features and parameters of support vector machine (SVM) by particle swarm optimization (PSO) algorithm. Firstly, the features and parameters of SVM are coded to particle, and then the PSO is used to find the optimal features and SVM parameters by collaboration among particles, lastly, the performance of the model was tested by KDD Cup 99 data. Compared with other network models, the proposed model has reduced input features for SVM and has significantly improved the detection precision of network intrusion.
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1. Introduction
With the tremendous growth of network-based services and users of the Internet, it is important to keep the data and transactions in the Internet more secure. Intrusion Detection System (IDS) can detect the intrusions of someone who is not authorized to the present computer system automatically, so Intrusion detection system has emerged as an essential component and an important technique for network security.

Support vector machines (SVM) is a machine learning method, it has shown growing popularity and has been successfully applied to network intrusion detection [1]. Feature selection is used to identify a powerfully classified subset of network intrusion detection features and reduces the number of features presented to the mining process. By extracting as much information as possible from a given data set while using the smallest number of features, we can save significant computation time and establish network intrusion detection model that generalizes better for data set with all of the features [2]. The dimension of network features are very high and contains redundant and useless features, only a part of features influence the intrusion results, so these redundant and useless features need to deletion [3]. When SVM is used to establish network intrusion detection model, the parameters that should be selected include penalty parameter C and the kernel function parameters [4]. When SVM is used to establish network intrusion detection model, in addition to the feature selection, proper parameters setting can improve the network intrusion detection precision. These two problems are crucial in network intrusion detection modeling, because the feature subset choice influences the appropriate kernel parameters and vice versa [5]. Therefore, obtaining the optimal network intrusion detection feature subset and SVM parameters must be selected simultaneously [6]. In the literature, the Grid algorithm is an alternative to select the best parameters of SVM, however, this method is time consuming and does not perform well [7]. Moreover, the Grid algorithm can not perform the feature selection task. And a few algorithms have been proposed for network feature selection such as GA (genetic algorithm), PSO (particle swarm selection) algorithm, and other algorithms [8]. However, these feature selection algorithms focused on feature selection and did not deal with parameters selection for the SVM classifier.

In order to improve intrusion detection precision, this paper proposed a network intrusion detection model (PSO-SVM) based on simultaneous selection features and SVM
parameters by PSO algorithm, and the performance of the model was tested by KDD Cup 99 data.

2. Research Method
2.1. Principle of SVM
Let the given training data sets be represented by \((x_i, y_i)\), \(i=1,2,…,n\), where \(x_i\in\mathbb{R}^d\) is an input vector, \(y_i\in\mathbb{R}\) is its corresponding desired output, and \(n\) is the number of training data. In SVM a linear function is constructed:

\[
f(x) = \omega^T g(x) + b
\]

(1)

Where, \(\omega\) is a coefficient vector and \(b\) is a threshold.

SVM learning can be obtained by the minimization of the empirical risk on the training data, and the \(\varepsilon\)-intensive loss function is used for the minimization of empirical risk. The loss function is defined as:

\[
L^\varepsilon(x, y, f) = |y - f(x)|_\varepsilon = \max(0, |y - f(x)| - \varepsilon)
\]

(2)

Where, \(\varepsilon\) is a positive parameter. The empirical risk is:

\[
R_{emp}(\omega) = \frac{1}{n} \sum_{i=1}^{n} L^\varepsilon(y_i - f(x_i))
\]

(3)

Other than the \(\varepsilon\)-intensive loss, SVM tries to reduce the model complexity by minimizing \(|\omega|^2\). This can be described by slack variables \(\xi_i\) and \(\hat{\xi}_i\). Subsequently, the SVM approximation is obtained as the following selection problem [9].

\[
\min \frac{1}{2} |\omega|^2 + C \sum_{i=1}^{n} (\xi_i + \hat{\xi}_i)
\]

(4)

Where, \(C\) is a positive constant to be regulated.

By using the Lagrange multiplier method, the minimization of formula (4) causes the problem of maximizing the following dual selection.

\[
\max \sum_{i=1}^{n} y_i(\alpha_i - \alpha_i') - \varepsilon \sum_{i=1}^{n} y_i(\hat{\alpha}_i - \hat{\alpha}_i') - \frac{1}{2} \sum_{i,j=1}^{n} (\alpha_i - \alpha_i')(\alpha_j - \alpha_j')K(x_i, x_j)
\]

(5)

Where, \(\alpha_i\) and \(\alpha_i'\) are Lagrange multipliers, and kernel \(K(x_i, x_j)\) is a symmetric function, here the Gaussian function is used as kernel.

\[
K(x, y) = \exp\left(-\frac{||x-y||^2}{2\sigma^2}\right)
\]

(6)

Then the approximation function is represented by Lagrange multipliers, namely:

\[
f(x) = \sum_{i=1}^{n} (\alpha_i - \alpha_i')k(x_i, x_j) + b
\]

(7)

2.2. PSO Algorithm
Inspired by the social behaviors of bird flocking, PSO algorithm was developed by Kennedy and Eberhat [10]. The particle is endowed with two factors: velocity and position which
can be regarded as the potential solution in the $D$ dimension problem space. In PSO algorithm, they can be updated by following formulas:

$$v_{id}(t+1) = \omega v_{id}(t) + c_1 \times r_1 \times (p_{id}(t) - x_{id}(t)) + c_2 \times r_2 \times (p_{gd}(t) - x_{id}(t))$$ (8)

$$x_{i,j}(t+1) = x_{i,j}(t) + v_{i,j}(t+1)$$ (9)

Where, $w$ is the inertia weight factor. $r_1$ and $r_2$ are two random numbers. $v_{id}(t)$ and $x_{id}(t)$ are the velocity and position of the current particle $i$. $p_i$ is called "personal best", and its $d$th-dimensional part is $p_{id}$. The "global best" $p_g$ is the best position found in the whole particles. $c_1$, $c_2$ are the acceleration constants.

### 2.3. Particle Design

When the Gaussian function is selected as kernel function, $(C, \sigma)$ and features are used as input attributes. Therefore, the particle comprises four parts: $C$, $\sigma$ and the features mask. In Figure 1, $C_1 \sim C_i$ represents parameter $C$, $\sigma_1 \sim \sigma_j$ represents the parameter $\sigma$, $f_1 \sim f_m$ represents the feature mask. In the feature mask, the bit with value ‘1’ represents the feature is selected, and ‘0’ indicates feature is not selected.

![Figure 1. Particle Design](image)

### 2.4. Fitness Function

Detection precision and the number of features are used to design a fitness function. Thus, for the particle with high detection precision and a small number of features produce a high fitness value. We solve the multiple criteria problem by creating a single objective fitness function that combines the two goals into one. As defined by formula (11), the fitness has two predefined weights: (i) $w_a$ for the detection precision, (ii) $w_f$ for the summation of the selected feature.

$$f = w_a \times Acc + w_f \left(\sum_{i=1}^{N_f} f_i\right)^{-1}$$ (10)

Where, $Acc$ is the network intrusion precision, $f_i$ is defined as follow:

$$f_i = \begin{cases} 1 & \text{feature is selected} \\ 0 & \text{feature is not selected} \end{cases}$$ (11)

### 2.5. Design of the Multi-classifier for Network Intrusion Detection

![Figure2. Multi-classifier for Network Intrusion Detection](image)
SVM is for two classifier, but the network intrusion has a variety of invasion type, thus network intrusion detection is multi-classify problem, so multi-classifier for network intrusion detection is constructed by "one" to "one" way in this paper, and is as shown in Figure 2.

2.6. The Steps of Network Intrusion Detection

Step1: The network data are collected and the initial features set are extracted.
Step2: The initial particles are produced randomly, which represented parameters of SVM and feature subset.
Step 3: The particles are decoded the parameters of SVM and feature subset, and then the network intrusion detection model is established based on to the corresponding parameters and feature subset, and calculates the network intrusion detection precision, the fitness value is obtained according to formula (10).
Step 4: each particle's fitness value is compared with the $P_i$, if better, and then the particle takes place the position of $P_i$.
Step 5: For each particle, its fitness value is compared with the $P_g$, if better, and then the particle takes place the position of $P_g$.
Step 6: The velocities and positions of the particles are updated according to formula (8) and (9).
Step 7: The iterative process doesn't stop proceeding until the number of iterations achieves the maximum number of iterations ($N_{max}$), and the optimal particle is decoded into the optimal parameters of SVM and features subset.
Step 8: The training samples are dealt according to the optimal features subset and are input into SVM to establish the optimal intrusion detection model according to the optimal parameters of SVM.

The work flow chart of network intrusion detection model is as following:

![Flow Chart of Intrusion Detection Model](image)

3. Results and Discussion

3.1. Experiment Data

The experiment data are from DD Cup 99, which contain about 5,000,000 connecting records. There are four categories of attacks: DOS, R2L, U2R, Probing. The parameters of PSO algorithm are set as: the numbers of particle $k=20$, $w=1$, $c_1=c_2=2$, $N_{max}=200$. 
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3.2. Comparison Models and Evaluation Criterion

In order to make the detection results of PSO-SVM comparable and persuasive, three comparison models are chosen, SVM1: which features are selected by PSO algorithm while the parameters of SVM are selected randomly, SVM2: which all of the features are selected while the parameters of SVM parameters are selected by PSO algorithm, SVM3: which the features are selected by PSO algorithm firstly, and then the parameters of SVM are select by PSO algorithm. The performances of models are evaluation by precision, recall, and train times.

3.3. Results and Analysis

The PSO algorithm is a heuristic algorithm, the experiment results are random. The numbers of features are appeared in 5 times experiments, and the results are shown in Table 1.

<table>
<thead>
<tr>
<th>appeared times</th>
<th>The number of feature</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>11, 14, 17, 19, 38, 16, 39</td>
</tr>
<tr>
<td>2</td>
<td>5, 8, 10, 13, 15, 18, 19, 22, 21, 27, 28, 37, 41</td>
</tr>
<tr>
<td>3</td>
<td>2, 3, 7, 9, 12, 36, 23, 26, 32, 35</td>
</tr>
<tr>
<td>4</td>
<td>4, 6, 20, 25, 29, 33, 34, 40</td>
</tr>
<tr>
<td>5</td>
<td>1, 24, 31</td>
</tr>
</tbody>
</table>

Table 1. The Appeared Times of Each Feature

Figure 4. The Detection Precision and Recall of PSO-SVM

Figure 5. The Detection Precision and Recall of SVM1
In order to determine times of the features appeared have different influence on the result of classification, we carried out testing experiments on three groups of features, the first group: they appear five times plus four attributes: 1, 4, 6, 20, 21, 25, 29, 31, 33, 34, 40. The second group: features appear five times, four times and three times: 1, 2, 3, 4, 6, 7, 9, 12, 20, 23, 25, 26, 29, 31, 32, 33, 34, 35, 40. The third group: all of the 41 features. The results show that the optimal features are 2, 4, 9, 20, 21, 24, 29, 31, 33, 34, 40 and the corresponding optimal SVM parameter $C = 107.12$, $\sigma = 1.05$, in terms of classification precision and train time.

The optimal features subset and the optimal parameters of SVM are used to establish to the network intrusion detection model, the detection results are shown in Figure 4. The detection results of comparison models SVM, SVM2, SVM3 are shown in Figure 5~7.

In Matlab 2012, the tic and toc are used to count train times(s) of the all models, the results are shown in Table 2.

<table>
<thead>
<tr>
<th>Intrusion Type</th>
<th>SVM1</th>
<th>SVM2</th>
<th>SVM3</th>
<th>PSO-SVM</th>
</tr>
</thead>
<tbody>
<tr>
<td>Probe</td>
<td>0.9</td>
<td>1.14</td>
<td>1.12</td>
<td>0.73</td>
</tr>
<tr>
<td>DoS</td>
<td>1.07</td>
<td>1.56</td>
<td>0.92</td>
<td>0.83</td>
</tr>
<tr>
<td>U2R</td>
<td>1.14</td>
<td>1.12</td>
<td>1.56</td>
<td>0.58</td>
</tr>
<tr>
<td>R2L</td>
<td>1.11</td>
<td>1.57</td>
<td>1.66</td>
<td>0.9</td>
</tr>
<tr>
<td>Normal</td>
<td>1.18</td>
<td>1.14</td>
<td>1.25</td>
<td>1.01</td>
</tr>
</tbody>
</table>
We can see from Figure 3 that the PSO-SVM can obtain high network intrusion detection precision and recall, and it is an effective network intrusion detection model. The experimental results in table 2 and figure 2–6 are analyzed and conclusion can be obtained as following:

(1) compared with the SVM1, SVM2, SVM3, the network intrusion detection times of PSO-SVM significantly are shortened, and detection efficient is improved, the experiment results show that the PSO-SVM can find the optimal features subset and the parameters of SVM, and eliminates the useless and redundancy of network intrusion detection features, reduces the input vectors of the SVM and computational complexity is deceased, it can more meet the real-time requirement with network intrusion detection.

(2) Compared with the SVM1, SVM2, SVM3, PSO-SVM has improved detection precision and recall of network intrusion, the results show that, there is relation between the network feature and SVM parameters, and they are selected simultaneously by PSO which can achieve the optimal network features and parameters of SVM simultaneously, so the performance of network intrusion detection model can be greatly improved and ensure the safe of the network.

4. Conclusion

Good parameters of SVM and features set are very crucial for intrusion detection model, and the paper proposed a network intrusion detection model based on simultaneous selection features and SVM parameters by PSO algorithm. The results showed that PSO-SVM has obtained better performance than other models, which parameters and features subset are selection separately, PSO-SVM can eliminate the useless and redundancy of features and reduces the input vectors of the SVM, and has improved detection precision of network intrusion detection and has wide application prospect in the field of network security.
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