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Abstract
The storeroom of live working insulated tools of power system has some special requirements such as temperature and humidity. In general, the temperature is stabilized at a particular value and the humidity is higher than a certain value. The storeroom temperature and humidity are mainly controlled by the heater, dehumidifier and air-conditioning compressor. In order to well maintain the stability of the temperature, fuzzy neural network is used to control temperature which makes parameters and rules optimized by the neural network learning. So the designed controller has strong self-adapting character in controlling process. In order to improve learning speed, GA algorithm is used to optimize those initial values of fuzzy reasoning networks. And in order to overcome the shortcoming of local optimization, designed learning parameters can be adjusted according to error and error change in training. Simulating experiment shows that the designed controller has better controlling effect than other conventional controller and which can be used in the storeroom of live working insulation tools in power system.
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1. Introduction
In order to make uniform management for live working insulated tools of power systems, it is needed to design a dedicated storeroom for live working tools. With the development of the power system, the requirement of environment for live working tools is more and more strict. In order to reduce the declining of insulation performance, environmental temperature and humidity should be stable. The stable and liable automatic monitoring system for storeroom to control the temperature and humidity automatically is needed [1].

Due to large delay links in the temperature control, simple PID control cannot get good control performance. Fuzzy control is widely used in the industry in recent years [2, 3]. But it's difficult to set fuzzy control parameters using traditional fuzzy control. Neural control is another novel control method [4, 5]. But it also has some problems in practice i.e. Different combinations of fuzzy logic and neural networks provide various ingredients for smart adaptive applications [6]. So the intelligent algorithm combining fuzzy and neural network is designed in this paper to control temperature and humidity. The control strategy based on fuzzy neural network is given for the live working tools storeroom. The experiment shows that the control effect is much better than traditional way and the control strategy can be used in other similar products.

2. Structure of Control System
It is essential to construct the control system modeling before design a temperature controller. The controlled equipment includes air conditioning compressor, heater and dehumidifier. Each part owns its respective control method. The collected data are used in simulation analysis experiment. The cooling (heating) amount of air conditioner compressor has a certain relationship and it is converted the frequency of the compressor speed to reach the heat requirement [7]. For heater, it just trims different power by outputting different pulse width signals if temperature is lower than a certain value. The dehumidifier works when the humidity is below the set value. Corresponding to the equipment, the controlled plant model is composed by three parts. Air conditioning model is equivalent to an integrator with an inertia series link.
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input is frequency and output is changing temperature. The heater model can be seen as a link with delay inertia [8]. Compared with the above models, the room model is more complex due to the mixed impact of outdoor temperature interference, heater, dehumidifier, heat sink, air thermal conductivity delay and so on [9]. All models are simulated and analyzed though the experiment data. It also can use neural fuzzy networks in modeling data. When the outdoor temperature is lower than the set temperature, the heater is working and in other case the heater doesn’t work. So the heater and air conditioning work in parallel. The heater is working at low temperature and air-conditioning compressor is working at high temperature [10].

The needed heat of the room is calculated according to the difference between the detected value and the given value and then to control the air conditioning compressor and the heater. In the case that the environmental temperature is higher than set value, the control signal \( u1 \) from the air-conditioning compressor operation is given and which is change frequency \( f \) to regulate the compressor power \( P \). In the case that the environmental temperature is lower than set value, the pulse width signal \( u2 \) is output to control heater work. The control system structure is given as Figure 1.

The error \( e \) is calculated according to the set temperature value \( T_r \) and the actually measured temperature value \( T_y \). Then the error change rate \( ec \) is obtained. And these values are used as input signals of fuzzy neural network controller.

3. Design of FNNC

The controller has two working situations. When the outdoor temperature is higher than the set value, the air-conditioning operation and the controller calculates the amount of energy and calculates control output value for air conditioning. Here, the heater’s controller output is zero. When the outdoor temperature is below then the set value, the controller calculates the control value for the heater. Here, the air conditioning compressor doesn’t start and the control output is zero. Two control models are designed. The fuzzy nerve network structure is shown in Figure 2 which contains 4 layers.
The entire network combining input and output mapping relations are given as follow [11].

1) The first layer: Here, error $e$ and error change rate $ec$ are used as input value. $\omega_{11}$ and $\omega_{12}$ are weight coefficients. The relation between input and output is given as follow:

$$
\begin{align*}
[ I_1^i & = x_i \omega_{1i}, \quad i=1,2 \\
[ O_1^1 & = I_1^i 
\end{align*}
$$

(1)

2) The second layer: Nodes at layer 2 are term nodes that act as membership functions (MF) to represent the terms of the respective linguistic variable. Each input have 7 grades fuzzy linguistic variable, so there are 14 nodes in layer 2. Gaussian MF is used as transform function. The outputs of the layer are given as follow:

$$
\begin{align*}
[ I_2^i & = -\frac{( O_1^i - m_j )^2}{\sigma_j^2}, \quad i=1,2 \\
[ O_2^j & = \mu_j = \exp(I_2^j), \quad j=1,2 \cdots 7 
\end{align*}
$$

(2)

3) The third layer: Each node at layer 3 represents fuzzy logic relationship. Thus all nodes of the layer form a fuzzy rule base. All rule nodes perform the fuzzy product operation, and there are 49 logic rules. The functions are given as follow:

$$
\begin{align*}
[ I_3^i & = \prod_{j=1}^{2} \mu_j, \quad i=1,2, \quad j=1,2 \cdots 7 \\
[ O_3^k & = I_3^i, \quad k=1,2 \cdots 7^2 
\end{align*}
$$

(3)

4) The fourth layer: In layer 4 nodes, the reasoning consequent of every reasoning rule is synthesized through connecting weight $\omega_{4i}$. It is expressed as follow:

$$
\begin{align*}
[ I_4 & = \sum_{k=1}^{m} O_3^k \ast \omega_{4k}, \quad m=49 \\
[ O_4 & = u = \frac{I_4}{\sum_{k=1}^{m} O_3^k} 
\end{align*}
$$

(4)

In above formula, $m_j$ and $\sigma_j$ are the center and the width of the Gaussian MF of the $j$th input term node of the $i$th input linguistic node. $\omega_{1i}$ and $\omega_{4i}$ are connecting weights.

4. The Improved Learning Algorithm of FNNC
4.1. Learning Algorithm of FNNC

In order to obtain good network parameters, it is needed to training network parameters. Those parameters contain connecting weights, such as $\omega_{1i}$, $\omega_{4i}$, the center, width of the Gaussian MF, such as $m_j$, $\sigma_j$. Here, the supervised gradient decent method is used as the learning algorithm of FNNC network. The energy function $E$ is defined as follow:

$$
E = \frac{1}{2} \sum_{i=1}^{n} (y_i - y_i)^2
$$

(5)
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Where, \( y_n \) is given output value, \( y_i \) is real room temperature value, \( n \) is learning sample number. In order to achieve the aim of self-learning and self-adapt control performance, the learning algorithm based on back-propagation method is used to change connecting weights and MF parameters of network [12]. The training ways are given as follow:

\[
\begin{align*}
\omega(k + 1) &= \omega(k) + \eta(-\frac{\partial E}{\partial \omega} + \alpha \omega(k) - \omega(k - 1)) \\
m_j(k + 1) &= m_j(k) + \eta(-\frac{\partial E}{\partial m_j} + \alpha [m_j(k) - m_j(k - 1)]) \\
\sigma_j(k + 1) &= \sigma_j(k) + \eta(-\frac{\partial E}{\partial \sigma_j} + \alpha [\sigma_j(k) - \sigma_j(k - 1)])
\end{align*}
\]

(6)

Where, \( \eta \) is learning rate parameter, \( \eta > 0 \), \( \alpha \) is smoothness factor, \( 0 < \alpha < 1 \). Here, above differential coefficient, such as \( \frac{\partial E}{\partial \omega} \), \( \frac{\partial E}{\partial m_j} \), and \( \frac{\partial E}{\partial \sigma_j} \), are solved through back-propagation method. So those parameters may be adjusted through above adjust algorithm.

Where \( \frac{\partial E}{\partial \omega} \) may be computed through formula (7)~(13).

\[
\frac{\partial E}{\partial \omega_{ik}} = \frac{\partial E}{\partial \omega} \frac{\partial \omega_{ik}}{\partial u} = \sum_{i=1}^{m} (y_{ni} - y_i) \left( \frac{\partial y_i}{\partial u} \right) \cdot \frac{O^i_k}{\sum_{i=1}^{m} O^i_k}
\]

(7)

Where \( \frac{\partial E}{\partial \omega_{ik}} \) may be expressed as:

\[
\frac{\partial E}{\partial \omega_{ik}} = -\delta^3_k \cdot O^3_k
\]

(8)

In the output layer, the error term \( \delta^3_k \) is propagated through follow given formula.

\[
\begin{align*}
\delta^3_k &= -\frac{\partial E}{\partial l^3_k} = -\frac{\partial E}{\partial y_i} \frac{\partial y_i}{\partial O^3_k} \frac{\partial O^3_k}{\partial l^3_k} \\
&= \sum_{i=1}^{n} (y_{ni} - y_i) \frac{1}{\sum_{i=1}^{m} O^i_k} \frac{\partial y_i}{\partial u}
\end{align*}
\]

(9)

Based on the same back-propagation method, the error term of the third layer, the second layer and the first layer are given as follow.

\[
\begin{align*}
\delta^2_k &= -\frac{\partial E}{\partial l^2_k} = -\frac{\partial E}{\partial y_i} \frac{\partial l^2_k}{\partial O^1_k} \frac{\partial O^1_k}{\partial l^2_k} = \delta^3_k \cdot \omega_{ik}
\end{align*}
\]

(10)

\[
\begin{align*}
\delta^1_j &= -\frac{\partial E}{\partial l^1_j} = -\sum_{i=1}^{n} \frac{\partial E}{\partial l^1_i} \frac{\partial l^1_i}{\partial O^2_j} \frac{\partial O^2_j}{\partial l^1_j} \\
&= \sum_{i=1}^{n} \delta^2_i \frac{\partial l^1_i}{\partial O^2_j} \frac{\partial O^2_j}{\partial l^1_j} = \sum_{i=1}^{n} \delta^2_i \cdot s_{ij} \cdot O^2_j
\end{align*}
\]

(11)
Where, if \( \mu_j^2 = \mu_j^i \) is an input of \( k \)th rule node, \( s_j \) is computed using formula (12).

\[
s_j = \frac{\partial l_j}{\partial O_j} = \prod_{p=1}^{7} \mu_p^j, \quad p = 1,2, \ldots, 7
\]

If above condition cannot meet, \( s_j \) is 0.

\[
\delta_j^l = -\frac{\partial E}{\partial l_j^l} = -\frac{\partial E}{\partial l_j^l} \frac{\partial l_j^2}{\partial O_j} \frac{\partial O_j^2}{\partial I_j} = \sum_{j=1}^{2} \delta_j^o \frac{2(O_j - m_j)}{\sigma_j^o}
\]

The adjust formulas of weight may be shown as follow.

\[
a_{kj}(k+1) = a_{kj}(k) + \eta \delta_j^o \cdot O_k + \alpha[a_{kj}(k) - a_{kj}(k-1)]
\]

\[
a_{kj}(k+1) = a_{kj}(k) + \eta \delta_j^o \cdot x_j + \alpha[a_{kj}(k) - a_{kj}(k-1)]
\]

Center and width of Gauss function may be computed using formula (16).

\[
\begin{align*}
m_j(k+1) &= m_j(k) + \eta \delta_j^o \frac{2(x_j - m_j)}{\sigma_j^o} + \alpha[m_j(k) - m_j(k-1)] \\
\sigma_j(k+1) &= \sigma_j(k) + \eta \delta_j^o \left( \frac{2(x_j - m_j)}{\sigma_j^o} \right)^2 + \alpha[\sigma_j(k) - \sigma_j(k-1)]
\end{align*}
\]

4.2. The Improved Learning Way

In the processing of the training of FNCC, the parameter of learning rate \( \eta \) has big effect to training speed. In real control, when work state having big varying, it is desired to adjust to stable state rapidly. But when adjusting error is less, error e, the change of control value \( \Delta u \) and temperature change value \( \Delta y \) would approach to 0, which makes learning process is unstable or appearing oscillation. Figure 3 comes from an instance that the improper learning rate brings oscillation around stable work-point.

![Figure 3. FNCC Brings Oscillation in Learning](image)

So the improved learning algorithm is employed to train FNCC network. The learning process takes two stages. In training, learning rate \( \eta \) can change according to error and error change through proper setup. When error is bigger, error back-propagation method is used to
train, and when error is less, the self-adapt learning method is used to train [13]. The self-adapt learning method is given in follow.

When error is less, quick learning speed brings oscillation easily. In order to improve training speed, dynamic adjusting value $\Delta (k)$ is employed to modify training rate. This adaptive update-value $\Delta'(k)$ evolves based on the error energy function $E$. Here, the training process of $\omega_j$ is used as an example to introduce the self-adapt algorithm. The study algorithm is:

When training weights {
\[
\begin{array}{l}
\text{if } \left( \frac{dE}{d\omega_j} (k-1) * \frac{dE}{d\omega_j} (k) > 0 \right) \text{ then} \\
\Delta_y (k) = \min(\Delta_y (k-1) * \eta^+, \Delta_{max}) \\
\Delta \omega_j (k) = -\frac{dE}{d\omega_j} (k) * \Delta_y (k) \\
\omega_j (k+1) = \omega_j (k) + \Delta \omega_j (k) + \alpha(\omega(k) - \omega(k-1)) \\
\end{array}
\]
} Else if $\left( \frac{dE}{d\omega_j} (k-1) * \frac{dE}{d\omega_j} (k) < 0 \right)$ then
\[
\begin{array}{l}
\Delta_y (k) = \max(\Delta_y (k-1) * \eta^-, \Delta_{\min}) \\
\Delta \omega_j (k) = -\frac{dE}{d\omega_j} (k) * \Delta_y (k) \\
\omega_j (k+1) = \omega_j (k) + \Delta \omega_j (k) + \alpha(\omega(k) - \omega(k-1)) \\
\frac{dE}{d\omega_j} (k) = 0 \\
\end{array}
\]
} Else if $\left( \frac{dE}{d\omega_j} (k-1) * \frac{dE}{d\omega_j} (k) = 0 \right)$ then
\[
\begin{array}{l}
\text{if } \left( \frac{dE}{d\omega_j} (k) \neq 0 \right) \text{ then} \\
\Delta \omega_j (k) = -\frac{dE}{d\omega_j} (k) * \Delta_y (k) \\
\omega_j (k+1) = \omega_j (k) + \Delta \omega_j (k) + \alpha(\omega(k) - \omega(k-1)) \\
\end{array}
\]
} else $\omega_j (k+1) = \omega_j (k) + \Delta_y (k-1) + \alpha(\omega(k) - \omega(k-1))$

In training, the choice of initial value $\Delta_y (0)$ is very important, which affects training process. So $\Delta_y (0)$ is chose properly. The choice of $\eta^-$ and $\eta^+$ is important also. When the change of previous parameters is big and cannot confirm the change value using gradient information, the learning parameter chooses $\eta^-$. The value of $\eta^+$ should be bigger than the value of $\eta^-$, which make training speed quick and accelerating convergence [14].
In the training process of FNNC, the choice of those initial values of parameters is a very important work. Here, GA algorithm is used to optimize those initial values of fuzzy reasoning networks.

4.3. The Design of Genetic Algorithms

GAs is used to optimize some parameters of FNNC, such as \( \omega_i \) and \( \omega_{ik} \). Combining the character of the control system, a quick learning GAs is put forward to train parameters of FNNC. The improved GAs can avoid the shortcoming of general GAs and give optimized result.

Before training, some GA parameters need to set, such as: popsize, ichrom, crossover probability Pc, mutation probability Pm, iterative number Gen, maxgen, maxruns [15].

The optimizing processes of GAs is given as follows.

1) Encoding: Encoding is the first and an important part of a GAs process, because problem related to information is encoded in a structure called chromosome or string. So the ranges of variation for the different variables are selected through a careful study. This paper adopts decimal code method.

In first training stage, 51 parameters need being trained. Five bits code is adopted here. So each individual is formed by 255 bits gene code of chromosome [16].

2) Setting of initial population: The individuals are selected randomly in a scope.

3) Fitness function: Fitness function indicates individual quality. Evaluation function is a main source to provide the mechanism for evaluating the status of each chromosome and is an important link between GAs and the system. GAs fitness is switched over \( J(e) \). Fitness can be defined such as follow formula.

\[
J(e) = \frac{1}{2} \sum_{i=1}^{r_1} (y_i - y_{i_1})^2
\]  

(17)

\[
F(e) = \begin{cases} 
C_{max} - J(e) & J(e) < C_{max} \\
0 & J(e) \geq C_{max} 
\end{cases}
\]  

(18)

Where \( C_{max} \) is 4 times the maximum of \( J(e) \) index.

In order to conquer the slow training speed problem of general GAs, the aim function is divided into three portions to restrict the contribution of different control error.

\[
J_1 = \frac{1}{2} \sum_{i=1}^{r_1} (y_i - y_{i_1})^2
\]  

(19)

\[
J_2 = \frac{1}{2} \sum_{i=r_1+1}^{r_2} (y_i - y_{i_1})^2
\]  

(20)

\[
J_3 = \sum_{i=r_2+1}^{r} u_i^2
\]  

(21)

\[
J_{Aim} = J_1 \ast a1 + J_2 \ast a2 + J_3 \ast a3
\]  

(22)

Here, \( a1, a2 \) and \( a3 \) are parameters.

4) Selection operator: Selection operator is the process that high fitness individuals are chosen to replace the inferior individuals as the new population. At first, every individual’s fitness and proportions of every individual’s fitness are calculated. Then, selecting probability of every individual are decided according to the percent of individual’s fitness. Here, simulating anneal GAs is used to extend properly the shares of each individual. The way is given as follow:
\[ f_i = \frac{e^{f_i / T}}{\sum_{i=1}^{M} e^{f_i / T}} \]  

(23)

\[ T = T_0 (0.998^{-1}) \]  

(24)

Here, \( f_i \) is the share degree of \( i \) individual. \( M \) is totality of all individuals. \( g \) is the data of the generation. \( T \) is temperature and \( T_0 \) is beginning temperature.

5) Crossover operations: Crossover operator has the ability of global search and it is the main operator in genetic algorithm. Crossover is achieved in three stages. The first stage is matching. In the second stage, a crossover point is determined in each of the individuals. In the final stage, two parts of the individuals are replaced with each other. Mutation means a random change in the information of a chromosome that does not depend on a reason.

6) Mutation operator: Individual is judged whether meeting requirement. If it is satisfied, those shows that the population convergence and stop calculating. The code parameter of optimum individual is used as optimum parameter. Otherwise, return to 4) and continue operating, until having individual meeting the precision request [17-19].

5. Simulation Experimentation

The designed control system is used to control storeroom of live working insulated tool. The time constant of storeroom’s thermal inertia is assumed as \( T_y = 310 \). The heat delay of air is assumed as \( \tau = 18 \). In order to illuminate the performance of the designed FNNC system, comparison experiment with traditional PID and fuzzy controller is made. In the following contrast experiment, some typical conditions are used to simulate the control process.

5.1. Simulating to the System in High Temperature

When the environment temperature is higher than the set temperature, the air-conditioning works. The designed fuzzy neural network calculates the control values to control the air conditioning. Here, the out room temperature is 40°C. The controlled room temperature is different from the temperature of outside storeroom and the requested temperature is 25°C. The simulation time is 5000s. The run result is given in Figure 4.

![Figure 4. The Running Result of Temperature Change](image)

From above run result, we can see that the FNNC has better control effect than other control methods such as PID control or fuzzy control. FNNC control system has quick regulating speed and small error in steady state because of its quick learning capacity.
5.2. Simulating to the System in Low Temperature

When the environment temperature is lower than the set temperature, the heater works and the neural network outputs the control signal to regulate pulse width to change heater power. In the follow experiment, the regulated room temperature is 25°C and the outside temperature is 0°C. The experiment is done in the following case that the door is opened in beginning and is shut after 500s. The control result is shown in Figure 5.

![Figure 5. The Controlling Result in Low Temperature](image)

From above figure, FNNC can control heater performs better than other control ways. The control process has small shaking which makes device working steady and has energy saving effect.

5.3. Simulating to the System with Interference

The controlled room has many troubled factors, such as opening door, starting or stopping equipment and temperature change of out room. In the follow experiment, the regulated room temperature is 25°C and the out of room temperature is 35°C. The door is opened in beginning and is shut after 500s. The control result is shown in Figure 6.

![Figure 6. The Controlling Result when Door being Opened](image)

When the room environment is complicated, PID control system is impressible, which has slow regulating speed. FNNC has least dithering and quick regulating speed, which shows FNNC has better control effect than other conventional control strategy.

5.4. Simulating to the System having Big Change

In real control, some room environment is complicated and rooms model changes sometimes from one step to two steps. Figure 7 is an illustration that the controlled system has complicated environment.

![Figure 7. The Controlling Result with Big Change](image)
Figure 7. The Controlling Result when Object having Big Change

Above figure shows that PID controller has bad control effect when rooms model changes from one step to two steps and Fuzzy control has bigger error in beginning. FNCC has least error and quick regulating speed, which shows FNCC is not sensitive to room model change.

6. Conclusion

In order to well manage live working tools for power system, it is needed to design dedicated warehouse and to keep the room temperature stable. So the fuzzy neural network is used as introduced according to the specific requirements. Fuzzy reasoning parameters of the controller and reasoning rules can be trained through neural network which solves the difficult problem in traditional fuzzy control. Different controller based on fuzzy neural network is designed according to the specific control circumstances. GA algorithm is used to optimize initial values of the network to improve the training speed and quality. In the training, the training step can change according to the magnitude of the error. So the network has good adaptability. The experimental results show that the designed temperature controller for live working warehouse works well. The research on FNCC arithmetic is an important researching problem in control system and a good control strategy is put forward in the fields of room temperature control.
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