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Abstract

The scheduling of Out-Tree task graphs is one of the critical factors in implementing the compilers of parallel languages and improving the performance of parallel computing. Although there are a few heterogeneity based algorithms in the literature suitable for scheduling Out-Tree task graphs, they usually require significantly high scheduling costs and may not deliver good quality schedules with lower costs. This paper presents a heuristic greedy scheduling algorithm for Out-Tree task graphs with an objective to simultaneously meet high performance and fast scheduling time, which is based on list and task duplication, tries to find the best point between balancing loads and shortening the schedule length and improves the schedule performance without increasing the time complexity of the algorithm. The comparative study shows that the proposed algorithm surpasses previous approaches in terms of schedule length ratio, speedup and efficiency metrics.
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1. Introduction

The effective task scheduling of applications plays a significant role in the performance of parallel distributed computing. Tasks must be scheduled and assigned to processors in a way that minimizes the total execution time or the schedule length of the distributed application. One of the most important issues for high-performance computing with Heterogeneous Computing Systems (HCS) is the mapping strategies they adopt. In general, static task scheduling for HCSs is an NP-complete problem [1]. Because of its key importance on performance, the heterogeneity based scheduling algorithms has been extensively studied and various heuristics were proposed in the literature [1-9]. In this paper, we consider the scheduling of Out-Tree task graphs in HCSs. Many parallel programs exhibit in the Out-Tree structure, and this type of parallel program paradigm arises in many application areas. The scheduling problem of Out-Tree task graphs plays a very important role in implementing the compilers of parallel languages and improving the performance of parallel computing.

There are several classical heuristic scheduling algorithms in HCSs [2-5], which is suitable for scheduling Out-Tree task graphs. The Task Duplication Scheduling (H_TDS) algorithm [3] schedules tasks according to their levels and assigns each task to a suitable processor while guaranteeing the shorter schedule length and reasonable time complexity, but it needs too many processors when scheduling Out-Tree task graphs. The Heterogeneous Earliest-Finish-Time (HEFT) algorithm [4], which is based on list scheduling, schedules the task according to its \(\text{Rank}_u\) value which is based on its average execution cost, and uses an insertion based strategy that considers the possible insertions of a task on the most suitable processor which minimizes its earliest finish time. It ignores the load balance between processors and the economization on processors, which easily leads to an undesirable schedule length and needs too many processors when scheduling Out-Tree task graphs.

In this paper, based on the parallel computing model in HCSs and the characteristics of the Out-Tree graphs, we propose a new algorithm, called the Heuristic Greedy Algorithm, for Scheduling Out-Tree task graphs (HGAS_OT), the motivation behind which is to deliver good quality of schedules with lower costs. Combining the strategies of list scheduling and task duplication, and taking the load balances into consideration, it schedules the task according to
the priority which is the maximal value of all its earliest completion times when scheduling it to all processors respectively, and tries to schedule each leaf task on its most suitable processor while guaranteeing the shorter schedule length and less number of used processors.

2. The Proposed Algorithm
2.1. Preliminaries.

A scheduling system model consists of an application, a target computing environment, and a performance criterion for scheduling. An application is represented by a directed acyclic graph, $G = (V, E)$, where $V$ is the set of $n$ tasks and $E$ is the set of $e$ edges between the tasks. $Data$ is a $n \times n$ matrix of communication data, where $data_{ij}$ is the amount of data required to be transmitted from task $n_i$ to $n_j$. In a given task graph, a task without any parent is called an entry task and a task without any child is called an exit task.

Out-Tree task graph is one of the basic structures for parallel processing, an example of which is shown in Figure 1. We assume that the target computing environment consists of a set $Q$ of $m$ heterogeneous processors connected in a fully connected topology in which all interprocessor communications are assumed to perform without contention and computation can be overlapped with communication. Task executions of a given application are assumed to be non-preemptive. $W$ is a $m \times n$ computation cost matrix in which each $w_i$ (also denoted by $w(n, P)$) gives the estimated execution time to complete task $n_i$ on processor $P_j$. Before scheduling, the tasks are labeled with the average execution costs.

![An example Out-Tree Task Graph with 13 Tasks](image)

The data transfer rates between processors are stored in matrix $B$ of size $n \times n$. The communication start-up costs of processors are given in a $n$-dimensional vector $L$. The communication cost of the edge $(i, j)$, which is for transferring data from task $n_i$ (scheduled on $P_i$) to $n_j$ (scheduled on $P_j$), is defined by $c_{ij} = L + (Data_{ij}/B_{ij})$. Before scheduling, average communication costs are used to label the edges. The average communication cost of an edge $(i, j)$ is defined by $\overline{c}_{ij} = L + \frac{Data_{ij}}{B}$, where $\overline{B}$ is the average transfer rate among the processors and $L$ is the average communication start-up time.

Before presenting our algorithm, it is necessary to define a few parameters for Out-Tree task graphs.

**Definition 1.** Parameter $ct(n, P)$ denotes the execution time of the task $n_i$ and its ancestors on processor $P_j$, which can be recursively denoted as $ct(n_i, P_j) = ct(pred(n_i), P_j) + w(n_i, P_j)$, starting from the only entry task, where $pred(n_i)$ is the only immediately predecessor task of task $n_i$ and thus $ct(pred(n_i), P_j)$ is the time when all data needed by $n_i$ has arrived at processor $P_j$ especially, for the root task $n_1$, $ct(n_1, P_j) = w(n_1, P_j)$. In order to compute $ct(n, P_j)$, the immediately predecessor task of $n_i$ must have been scheduled.

**Definition 2.** Parameter $lact(n)$ and $ect(n, P_q)$ denotes the latest allowable completion time and the earliest completion time of the task $n_i$ respectively, which can be calculated by $lact(n_i) = \max\{ct(n_i, P_j) | P_j \in Q\}$ and $ect(n, P_q) = \min\{ct(n_i, P_j) | P_j \in Q\}$, where $P_q$ gives the
corresponding processor on which task $n_i$ completes its execution in its earliest completion time, $ect(n_i, P_q)$. Additionally, $SL$ denotes the current schedule length at each scheduling step.

After all tasks in a Out-Tree task graph are scheduled, the schedule length (i.e., overall completion time) will be the actual finish time of the exit task. If there are multiple exit tasks and the convention of inserting a pseudo exit task is not applied, the schedule length (which is also called makespan) is defined as the maximum of all the actual finish times of the exit tasks. The objective function of the task scheduling algorithm is to determine the assignment of tasks of a given application to processors such that its schedule length is minimized.

2.2. Description of the Algorithm

Our algorithm has two major phases: a task prioritizing phase for computing the priorities of all the leaf tasks and a processor selection phase for selecting the tasks in the order of their priorities and scheduling each selected task and its ancestor tasks on its "best" processor, which minimizes the task's finish time.

Task prioritizing phase: In this phase, our algorithm requires the priority of each leaf task to be set with the $lact$ attributes. The task list $l_{task}$ is generated by sorting the tasks in decreasing order of their $lact$ attributes. Tie-breaking is done randomly. There can be alternative polices for tie-breaking. Since the alternative polices increase the time complexity, we prefer a random selection strategy.

Processor selection phase: In this phase, our algorithm first assigns the first task in $l_{task}$ and all its ancestors to the processor which guarantees its earliest completion time. Then, it deploys the following greedy strategy that, for subsequent tasks in $l_{task}$, while guaranteeing not to increase the current $SL$, the algorithm assigns the leaf node and its ancestor nodes to used processor by avoiding duplication of task. On the other hand, if it is necessary to increase the current $SL$, while guaranteeing the increase in the schedule length is as less as possible, the algorithm schedules the leaf node and all its ancestor nodes to a new processor or a used processor. Figure 2 shows the steps involved in the proposed algorithm in detail.

Algorithm 1:

Begin
Compute parameter $lacts$ of the leaf tasks, sort leaf tasks $n_1, n_2, ..., n_m$ in descending order by $lacts$, for convenience (sake), still denote them as $n_1, n_2, ..., n_m$, and put them into $l_{task}$ in turn;
while ($l_{task}$ ≠ $\Phi$) do
  Remove the leaf task $n_i$ from $l_{task}$;
  $SL = max\{SL, ect(n_i, P_q)\}$;
  if there exist certain $P_j$ such that $ct(n_i, P_j) = \leq SL$, where $P_j \in Q$
    Schedule the leaf task $n_i$ and its ancestors without duplication to processor $P_j$;
  else
    Schedule the leaf task $n_i$ and its ancestors without duplication to processor $P_q$;
    Remove processor $P_q$ from $Q$;
Endwhile
End

Figure 2. Overall steps of the HGAS_OT Algorithm

2.3. The Time Complexity and Effectivity of the Algorithm

In this section, we will analyze the time complexity and the effectivity of the HGAS_OT algorithm.

First of all, in the task prioritizing phase the HGAS_OT algorithm traverses all the tasks of the DAG to compute the $lact$ attributes of the leaf tasks and sorts the leaf tasks in the non-increasing order of their $lact$ values, the worst case time complexity of this step would be on the order of $O(vp) + O(v \log v)$, where $v$ is the number of tasks in the task graph and $p$ is the number of processors required. The second phase is carried out to search whether the new leaf node and its ancestor nodes could be scheduled to the suitable processor, all the used processors may be examined, with the worst case time complexity of $O(v^2 p)$.
Consequently, the overall time complexity of the HGAS_OT algorithm is $O(v^2p)$.

On the other hand, Given an Out-Tree task graph and a HCS, the HGAS_OT algorithm produces an schedule, the schedule length of which is the values of \( SL \) when the algorithm terminates. This is just the fact we can see from the description of the HGAS_OT algorithm.

3. Performance and Comparison

3.1. An Illustrative Example

To illustrate the effectiveness of the proposed algorithm, in this section we first give the scheduling process for the example Out-Tree task graph in Figure 1. Without loss of generality, suppose \( n=8 \) and generate the computation cost matrix randomly, as is expressed in (1).

\[
\begin{array}{cccccccc}
5 & 7 & 6 & 7 & 5 & 5 & 6 & 6 \\
3 & 2 & 3 & 3 & 2 & 4 & 3 & 3 \\
3 & 2 & 2 & 3 & 3 & 3 & 3 & 4 \\
7 & 8 & 9 & 8 & 9 & 8 & 7 & 9 \\
3 & 3 & 4 & 3 & 3 & 4 & 3 & 3 \\
6 & 7 & 7 & 6 & 6 & 6 & 7 & 7 \\
3 & 4 & 3 & 3 & 3 & 3 & 5 & 4 \\
7 & 6 & 9 & 7 & 8 & 7 & 6 & 8 \\
3 & 2 & 3 & 4 & 3 & 2 & 2 & 3 \\
3 & 4 & 3 & 3 & 4 & 3 & 4 & 3 \\
5 & 7 & 5 & 6 & 5 & 6 & 5 & 7 \\
7 & 8 & 6 & 6 & 7 & 8 & 7 & 7 \\
3 & 5 & 6 & 3 & 4 & 5 & 4 & 4 \\
\end{array}
\]

(1)

Let us show how the HGAS_OT algorithm works in detail. Firstly, in task prioritizing phase, \( lact \) values for all leaf nodes are computed in a top-down fashion, starting from the only entry task \( n_1 \). The corresponding results are shown in Table 1. So the list \( l_{\text{task}} \) is \( n_{11}, n_9, n_{10}, n_{12}, n_8, n_{13}, n_6 \) and \( n_7 \).

<table>
<thead>
<tr>
<th>Task</th>
<th>( n_6 )</th>
<th>( n_7 )</th>
<th>( n_8 )</th>
<th>( n_9 )</th>
<th>( n_{10} )</th>
<th>( n_{11} )</th>
<th>( n_{12} )</th>
<th>( n_{13} )</th>
</tr>
</thead>
<tbody>
<tr>
<td>( lact )</td>
<td>17</td>
<td>14</td>
<td>18</td>
<td>22</td>
<td>21</td>
<td>25</td>
<td>21</td>
<td>18</td>
</tr>
</tbody>
</table>

Then in processor selection phase the algorithm schedules leaf node \( n_{11} \) and its ancestors to processor \( P_1 \), and we have \( ct(n_{11},P_1)=20 \), \( SL=20 \); for leaf task \( n_9 \), because \( ct(n_9,P_1)=20+3=23>\max(20,ct(n_9,P_6)) \), the algorithm assigns \( n_9 \) and its ancestors to processor \( P_6 \), and we have \( ct(n_9,P_6)=17 \); as to node \( n_{10} \), from \( ct(n_{10},P_1)=20+3=23>\max(20,18) \) and \( ct(n_{10},P_6)=17+3=20<\max(20,18) \), the HGAS algorithm schedules \( n_{10} \) and all its ancestors to processor \( P_6 \), and lets \( ct(n_{10},P_6)=20 \).

Adopting above strategy, the HGAS_OT algorithm sequentially carries out the scheduling process of the subsequent leaf nodes: it schedules task \( n_{12} \) and all its ancestors to processor \( P_3 \) and lets \( ct(n_{12},P_3)=18 \), schedules task \( n_8 \) and all its ancestors to processor \( P_2 \) and lets \( ct(n_8,P_2)=15 \), schedules task \( n_{13} \) and all its ancestors to processor \( P_3 \) and lets \( ct(n_{13},P_3)=15 \), and, schedules task \( n_7 \) to processor \( P_2 \) (noticing all its ancestors have already been in processor \( P_2 \)) and lets \( ct(n_7,P_2)=ct(n_8,P_2)+w(n_7,P_2)=19 \). At last, we have \( l_{\text{task}}=\Phi \), and the algorithm terminates. The processor allocations and scheduling times produced by our algorithm are shown in Figure 3.

On the other hand, for the HEFT algorithm, in its task prioritizing phase, the upward rank value, \( \text{Rank}_u \) for all nodes, which is based on mean computation and mean communication costs, are computed. The corresponding results are shown in Table 2. So the scheduling order is \( n_1, n_2, n_4, n_3, n_5, n_8, n_{11}, n_{12}, n_6, n_{10}, n_{13}, n_9 \) and \( n_7 \).
Then in processor selection phase, the HEFT algorithm sequentially carries out the scheduling process: it schedules task $n_1$ to its best processor $P_1$, schedules task $n_2$ to its best processor $P_1$, schedules task $n_3$ to its best processor $P_2$ which enables minimal execution time, schedules task $n_5$ to its best processor $P_3$ which enables minimal execution time, schedules task $n_6$ to its best processor $P_2$, schedules task $n_{11}$ to its best processor $P_1$, schedules task $n_{12}$ to its best processor $P_3$, schedules task $n_7$ to its best processor $P_3$, schedules task $n_9$ to its best processor $P_6$ which enables minimal execution time, and at last, schedules task $n_7$ to its best processor $P_8$ which enables minimal execution time. The processor allocations and scheduling times produced by the HEFT algorithm are shown in Figure 4.

### 3.2. Comparison Metrics

Except the basic metrics, i.e., the schedule length, number of used processors and time complexity, the comparisons of the algorithms are based on the following metrics:

1. **Schedule Length Ratio (SLR)**: The main performance measure of a scheduling algorithm on a graph is the schedule length (makespan) of its output schedule. Since a large set of task graphs with different properties is used, it is necessary to normalize the schedule length to a low bound, which is called the Schedule Length Ratio (SLR). The SLR value of an algorithm on a graph is defined by:

   $$\text{SLR} = \frac{\text{makespan}}{\sum_{n \in C_{P_{\text{MIN}}}} \min \{ w(n, P_j) \mid P_j = Q \} }.$$  

   The denominator is the summation of the minimum computation costs of tasks on the $C_{P_{\text{MIN}}}$. (For an unscheduled DAG, if the computation cost of each node $n_i$ is set with the
minimum value, then the critical path will be based on minimum computation costs, which is represented as \( CP_{\text{MIN}} \). The SLR of a graph (using an algorithm) cannot be less than one since the denominator is the lower bound. The task scheduling algorithm that gives the lowest SLR of a graph is the best algorithm with respect to performance.

(2) Speedup: The speedup value for a given graph is computed by dividing the sequential execution time (i.e., cumulative computation costs of the tasks in the graph) by the parallel execution time (i.e., the makespan of the output schedule). The sequential execution time is computed by assigning all tasks to a single processor that minimizes the cumulative of the computation costs.

\[
\text{Speedup} = \frac{\sum_{n \in V} w(n, P_j) | P_j = Q |}{\text{makespan}}. \tag{3}
\]

If the sum of the computation costs is maximized, it results in a higher speedup, but ends up with the same ranking of the scheduling algorithms.

(3) Efficiency: The ratio of the speedup value to the number of processors used, which is another comparison metric usually used for application graphs of real world problems.

### 3.3. Performance and Comparison

The example Out-Tree task graph shown in Figure 1 can be used to compare the HGAS algorithm with the H_TDS and HEFT algorithm. The H_TDS algorithm initially generates a set of clusters similar to linear clusters. Then duplication is carried out until system resources are exhausted. The processor allocations and the scheduling times produced by the H_TDS algorithms are shown in Figure 5. Table 3 gives the comparison result.

![Figure 5. The Scheduling Result Produced by the H_TDS Algorithm](image)

<table>
<thead>
<tr>
<th>Schedule length</th>
<th>Number of used processors</th>
<th>Time complexity</th>
<th>Schedule length ratio</th>
<th>Speedup</th>
<th>Efficiency</th>
</tr>
</thead>
<tbody>
<tr>
<td>HGAS_OT</td>
<td>20</td>
<td>6</td>
<td>O(v^p)</td>
<td>1.053</td>
<td>2.90</td>
</tr>
<tr>
<td>H_TDS</td>
<td>21</td>
<td>8</td>
<td>O(v^p)</td>
<td>1.105</td>
<td>2.76</td>
</tr>
<tr>
<td>HEFT</td>
<td>23</td>
<td>7</td>
<td>O(v^p)</td>
<td>1.211</td>
<td>2.52</td>
</tr>
</tbody>
</table>

As shown in Figures 3-5 and Table 3, the HGAS_OT algorithm deploys an effective strategy, which effectively balances the workloads, shortens the schedule length, economizes the processors, and so improves the schedule performance. It only used six processors and its schedule length is only 20. Despite its reasonable time complexity, the H_TDS algorithm excessively uses task duplications and ignores the economization on processors, whose number of used processors is 8 and schedule length is 21. The HEFT algorithm is not duplication based and neglects the balance of the workloads, the full utilization of the computing capacity of heterogeneous processors and the reduction of the schedule length, it uses seven processors and its schedule length is, 23, more than that of the HGAS_OT algorithm. Overall, the comparison with other algorithms for DAG in Figure 1 shows that the proposed algorithm
outperforms the other two approaches in terms of schedule length ratio, speedup and efficiency metrics.

For extensive comparison, we present the comparative evaluation of the HGAS_OT, H_TDS and HEFT algorithm. We adopt the Out-Tree task graphs randomly generated by classical methods [4] as the workloads for testing these algorithms in the same HCS. Firstly 20 to 200 nodes are generated, corresponding matrices $W$, $B$ and $L$ are also randomly generated [4]. Visual C is used as the simulation program and the simulation is performed by the personal computer with Windows 7, 2G RAM and 2.53GHz CPU. The comparison of the number of used processors, the schedule length and the efficiency are shown in Figures 6-8, respectively.

![Figure 6. Comparison of the Number of Used Processors](image1)

![Figure 7. Comparison of the Schedule Lengths](image2)

![Figure 8. Comparison of the Standard Efficiencies](image3)

As shown in Figures 6-8, the HGAS algorithm has the characteristic of less number of used processors. The schedule lengths produced by the HGAS algorithm are very close to that of the H_TDS algorithm and are obviously less than that of the HEFT algorithm. Overall, as compared to other two algorithms, the HGAS_OT algorithm effectively improves the scheduling efficiency of the Out-Tree task graphs in HCSs, and the more the number of nodes in the task graph is, the more prominence the superiority in the major performances over other compared algorithms is.

4. Conclusion

Effective task scheduling is important to achieve high performance in HCSs. In this paper, we present a new greedy scheduling algorithm for scheduling Out-Tree task graphs in HCSs, called the HGAS_OT algorithm. It schedules tasks according to a new priority when scheduling each leaf node to corresponding processor, and merge the list and duplication based strategy to assign each leaf task to the most suitable processor while guaranteeing the
shorter schedule length and less number of used processors. Experimental results validate the HGAS_OT algorithm outperforms the H_TDS and HEFT algorithm when schedule length, the number of used processors, schedule length ratio and efficiency are concerned.

One planned future research is to analytically investigate the trade-off between the quality of schedules of the algorithms, i.e., average makespan values, and the number of processor available. This extension may come up with some bounds on the degradation of makespan given that the number of processors available may not be sufficient. It is also planned to extend the algorithm for more general target computing environments by considering the link contention.
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