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Abstract
An improved complex-valued back propagation neural network (ICVBPNN) algorithm is proposed in this paper. In allusion to the defect of gradient descent of traditional complex-valued back propagation network (CVBPNN) algorithm, additive momentum has been introduced. It is used for time-varying channel tracking and prediction in wireless communication system and better application results are acquired. Firstly, with the use of the learning ability of the neural network, the tracking training is started based on the obtained channel state information (CSI), thus the nonlinear channel model is constructed. Secondly, the unknown channel state information is predicted using the ICVBPNN trained model. The simulation results demonstrate that the proposed method has less estimated error, and can track the channel more accurately than the traditional CVBPNN and the Kalman Filter algorithm.
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1. Introduction
The complex-valued back propagation neural network (further CVBPNN) is a straightforward generalization of the real-valued BPNN. The algorithm which is used for CVBPNN is complex-valued error back propagation (CVEBP, call CVBP for short) algorithm, which is a new evolutionary algorithm proposed by Nitta & Furuya in 1991. It stems from the real-valued error back propagation algorithm. The CVBP algorithm has been used for communication signal processing and adaptive channel equalization [1], classification of carotid artery Doppler signals [2] and surface classification [3]. CVBPNN is a highly nonlinear dynamical system that exhibits a rich and complex dynamical behavior [4]. They have been proven better than traditional signal processing methods in modeling, predicting nonlinear and chaotic time series and in a wide variety of applications ranging from speech processing and channel equalization [5]. Until now, there are no applications of channel tracking and prediction based on the complex-valued back propagation neural network (CVBPNN), we are interested in looking at the improvement of the traditional CVBPNN algorithm and its application in wireless communication system.

The core of the traditional CVBPNN algorithm is the gradient descent method [6]. Due to the defect of gradient descent such as relatively low convergence speed [7] and being easy to get into the local optima, an improved CVBPNN (ICVBPNN) algorithm is proposed in this paper. In this new scheme additive momentum is produced, which can be in allusion to the defect of gradient descent of the traditional CVBPNN.

In wireless communication system, many techniques require the transmitter to know the exact channel state information (CSI) in order to play their best performance, the beam forming precoding and adaptive modulation and coding for example. In time division multiplexing system, CSI can be acquired by the reciprocity of the uplink/downlink; in the frequency division multiplexing system, the CSI estimated by the receiver is feed backed to the transmitter using the feedback link. However, due to time-varying performance of the wireless channel, there will be the time delay error between the CSI obtained by the receiver and the real CSI in the transmitting time, which will be even more evident in the fast fading channels. To improve the system performance, the compensation for the CSI delay will be performed using the channel prediction techniques. Fading time-varying channel can be described by Sine wave superposition process or autoregressive (AR) process with time-varying parameters, so spectrum estimation plus linear prediction model or subspace algorithm to predict the CSI [8].
such as the channel prediction methods [9, 10] based on the Multiple Signal Classification (MUSIC) [11] and Estimating Signal Parameters via Rotational Invariance Technique (ESPRIT) [12]. Real-valued neural network has been widely used in channel prediction because it has better learning ability, the real channel prediction based on the Rosenblatt’s recurrent neural network and the Vapnik’s support vector machine (SVM) [13, 14], for example. Complex-valued neural network has complex structure, which has better learning ability, generalization ability [10] and reducing ability [15] and faster convergence speed [16] than the traditional real-valued neural network, thus has some advantages such as less data is needed for the network training, lower computational complexity and so on, which can be used for communication signal processing [17], such as channel equalization [18], channel estimation [19] and channel prediction [20]. Currently, the often used methods for channel tracking and prediction are as follows, Kalman filter [21], particle filter [22] and Least Mean Square (LMS) algorithm [23] and so on. Pilot signals are needed in [21], which will lead to a waste of frequency band resources, and the Kalman filter needs lots of data. Pilot signals are not needed in [22], but larger amount of calculation is caused because random variable iteration is used to complete the unknown distribution. [23] has slower convergence speed, and it is not applicable in fast time varying system.

In order to demonstrate the better performance of ICVBPNN, channel tracking and prediction based on it is introduced in this paper. The method can avoid the tracking and prediction of the real channel and imaginary channel respectively. The proposed method consists of two processes. Firstly, with the use of the learning ability of the neural network, the tracking training is begun based on the obtained channel state information (CSI), constructing the nonlinear channel model. Secondly, the forward prediction to the future values of the model is continued with the use of parameters obtained by network training and the known channel parameters. Comparing with traditional CVBPNN and the Kalman filter, ICVBPNN algorithm has a better prediction and tracking performance for the time-varying channel.

2. ICVBPNN Algorithm

For the ICVBPNN algorithm, we have to define the error function firstly [24]. Because there are no “greater/less” relations in the complex-valued case, the output of the error function must be a real-valued number in order to make it possible to evaluate the training result and to guide it into the direction of an error reduction. To begin with, let’s consider the equations for information processing in the three-layer network. It has in general N external inputs and L fully interconnected hidden units and M external outputs. $\mathbf{W}^h = [w^h_{ji}]_{m \times N}$ is the complex weight vector on hidden layer, $\mathbf{W}^o = [w^o_{ji}]_{M \times L}$ is the complex weight vector on the output layer. The input vector $x^p = (x^p, x^p, \cdots, x^p)$ and the output vector $y^p = (y^p, y^p, \cdots, y^p)$ are all complex values. The activation of any (or all) of the units in the network can be considered as the output of the network and all the units can be trained to produce desired outputs. ICVBPNN training algorithm can be described as follows:

Step 1: Initialization;
Step 2: Present the input values $x^p$, and the desired output values $y^p$;
Step 3: Calculate the net-input values to the hidden layer units $net^h_{ji}$, and the outputs from the hidden layer $i^H_{ji}$,

$$net^h_{ji} = net^h_{ji,R} + jnet^h_{ji,I} = \sum_{i=1}^{N} w^h_{ji} x^p_{ji} + \theta^h_{ji} = \sum_{i=1}^{N} (w^h_{ji,R} x^p_{ji,R} - w^h_{ji,I} x^p_{ji,I}) + \theta^h_{ji}$$

$$= j \left[ \sum_{i=1}^{N} (w^h_{ji,R} x^p_{ji,I} + w^h_{ji,I} x^p_{ji,R}) + \theta^h_{ji} \right]$$

(1)

Where $w^h_{ji}$ is the complex weight on the connection from the $i^h$ input unit, and $\theta^h_{ji}$ is the bias term. The “$h$” superscript refers to quantities on the hidden layer. The output of this hidden node is:
\[ i_{pI} = i_{pI,R} + j i_{pI,I} = F_j^{k}(net_{pI}^k) = f_j^{k}(net_{pI,R}^k) + j f_j^{k}(net_{pI,I}^k) \] (2)

Where the subscripts "R" and the "I" refer to quantities on the real part and the imaginary part of the values these subscripts are written, respectively.

Step 4: Calculate the net-input values, \( net_{pO}^O \), to each output layer unit and the outputs, \( O_{pO} \).

\[ O_{pO} = O_{pO,R} + jO_{pO,I} = F_{kO}^{pO}(net_{pO}^p) = f_{kO}^{pO}(net_{pO,R}^p) + j f_{kO}^{pO}(net_{pO,I}^p) \] (3)

Where,

\[ net_{pO} = net_{pO,R} + j net_{pO,I} = \sum_{j=1}^{t} w_{O,R}^{pO} i_{pI,J} + q_{O,R}^p = \sum_{j=1}^{t} (w_{O,R}^{pO} i_{pI,R,J} - w_{O,I}^{pO} i_{pI,I,J}) + q_{O,R}^p \] (4)

Step 5: Calculate the error terms for the output units.

\[ \delta_{pO}^O = f_{kO}^{pO}(net_{pO,R}^p) Re(D_{pO} - O_{pO}) + j f_{kO}^{pO}(net_{pO,I}^p) Im(D_{pO} - O_{pO}) \] (5)

And the error terms for the hidden units.

\[ \delta_{pO}^h = f_{kO}^{pO}(net_{pO,R}^p) Re(D_{pO} - O_{pO}) + j f_{kO}^{pO}(net_{pO,I}^p) Im(D_{pO} - O_{pO}) \] (6)

Step 6: Update weights on the output layer according to:

\[ w_{O,R}^p(t+1) = w_{O,R}^p(t) + \eta \delta_{pO}^{O} i_{pI,R} + m_w w_{O,R}^p(t-1) \] (7)

And update weights on the hidden layer according to:

\[ w_{pO,I}^h(t+1) = w_{pO,I}^h(t) + \eta \delta_{pO}^{O} x_{pI} + m_w w_{pO,I}^h(t-1) \] (8)

Where the last item on the right hand side is the momentum term, \( m_w \) is the momentum factor which is a value between 0 and 1. The momentum term can raise the standard back propagation algorithm speed by introducing the stability in the weight update.

Next, the ICVBPNN algorithm is used for channel tracking and prediction. For the ICVBPNN algorithm, the activation function (AF) must be used in its complex version. The complex activation function \( F \) for the network in this paper is:

\[ F(x) = f(x) + jf(x). \] (9)

The linear function is taken as output layer \( AF \), and the first-order derivative of it is a scalar. The hidden layer \( AF \) is the sigmoid function.

\[ f^{\lambda}(x) = \frac{2}{1 + e^{-\lambda x}} - 1. \] (10)

The first-order derivative of the above formula is:

\[ f^{\lambda}(x) = \frac{A e^{-\lambda x}}{(1 + e^{-\lambda x})^2} - 1. \] (11)
3. The Adaptive Channel Model

For a narrowband fading channel, the sampled received signal $r(k)$ is given by:

$$r(k) = c(k)b(k) + n(k)$$  \hspace{1cm} (12)

Where $c(k)$ is obtained by sampling the complex-valued fading channel $c(t)$ at the time instant of $t - kTb$ and $Tb$ is the data symbol duration, $b(k)$ is the $k^{th}$ transmitted symbol value, while $n(k)$ is a complex-valued discrete AWGN process having a variance of $N_0/2$ per dimension.

The channel parameter estimation $\hat{c}(k)$ is obtained from the channel estimator. In order to have a good analysis, we assume the channel estimation is accurate, namely, $\hat{c}(k) = c(k)$. The problem to be resolved is to produce the D-step forward channel prediction values with the use of the current channel parameters and the observed values.

4. ICBPNN Tracking and Prediction Model

4.1. ICBPNN Tracking Model

The tracker is essentially a type of one-step predictor which has doctor training. The unknown signal $c(k)$ is looked as the desired signal, the input signals $[c(k-1), c(k-2), \ldots, c(k-P)]^T$ denotes the complex-valued input vector of at the time index $k$. The architecture of the ICBPNN tracking model is shown in Figure 2. The basic idea is that weight values are updated based on the error back propagation to the hidden layer until the weight values unchanged, then the optimal parameters is obtained. The back propagation error is:

$$e(k) = c(k) - \hat{c}(k).$$ \hspace{1cm} (13)

Then the cost function is:

$$E(k) = \frac{1}{2} ||e(k)||^2$$ \hspace{1cm} (14)
Is invoked by a training algorithm to generate the updated ICVBPNN weights until a satisfactorily low mean square error (MSE) is obtained.

The prediction process model belongs to a feed forward tracking structure, that is to say,
\[ \hat{c}(k) = g(c(k-1), c(k-2), \ldots, c(k-P)) \]  
(15)

Where \( g \) refers to ICVBPNN algorithm.

\[ \hat{c}(k+i) = g(\hat{c}(k+i-1), \hat{c}(k+i-2), \ldots, \hat{c}(k)), \quad \forall 1 \leq i \leq D \]  
(16)

Where \( g \) refers to ICVBPNN algorithm. The back propagation error is:
\[ e(k) = c(k) - \hat{c}(k+i), \quad \forall 1 \leq i \leq D \]  
(17)

Then the cost function is:
\[ E(k) = \frac{1}{2} |e(k)|^2. \]  
(18)

In this section, it is explained the results of research and at the same time is given the comprehensive discussion. Results can be presented in figures, graphs, tables and others that make the reader understand easily [2, 5]. The discussion can be made in several sub-chapters.

5. Simulation Results

Jakes channel model [25] is used to verify the channel tracking and prediction algorithm based on the proposed ICVBPNN algorithm. Assume that the maximum Doppler frequency shift \( f_d = 6.4 \text{Hz} \), carrier frequency is 2.3GHz; the Doppler normalization coefficient is 0.320. The architecture of the ICVBPNN in this paper is 2-80-1, which means there are 2 nodes in the input layer, 80 nodes in the hidden layer, 1 node in the output layer. Since the hidden layer has the function of storing the predicted information, the number of which cannot be much little, in this paper it is 80. It cannot be too large or too small; otherwise the algorithm will be diverged. The Figure 3 denotes the convergence curves for different hidden layer nodes. The activating factor
of the hidden layer activation function is 2 and the linear slope factor of the output layer is 3. For different number of the delayed steps, the tracking error is different, which is shown in Figure 4. The greater the delayed step, the bigger the prediction error.

For $D=3$ which means the delayed step is 3, the observed signal that is the delayed CSI is the dotted line as shown in Figure 5. Firstly, the observed signal is trained by the ICVBPN to construct the nonlinear channel tracking network model. Figure 5 shows the training results. Obviously the estimation error between the training results and the observed signals is less than that between the training results and the ideal CSI. Thus the D-step prediction must be processed using the optimal parameters obtained by the network training and the known channel parameters. The prediction result of the complex channel is shown in the Figure 6. The algorithm for channel prediction is compared with traditional CVBPNN and Kalman Filter [21] in Figure 7. The Kalman Filter uses the AR channel model and the order is 8, 12 respectively. The higher the order the smaller the prediction error. But with the increased number of the order, the amount of the data required is relatively increased. The prediction error of the ICVBPN is less than Kalman Filter when the order the channel model is equal or less than 12.

Figure 3. The Tracking Error caused by Different Number of Hidden Nodes

Figure 4. The Tracking Error caused by Different Number of Delayed Step

Figure 5. Tracking Performance of the Complex Channel
The running time of the ICVBPN and CVBPNN is 6.140s, 6.105s. As for the Kalman Filter, when the channel order is 8 and 12 the running time is 35.8120s and 40.4915s respectively. Obviously, ICVBPN needs less data and running time than the Kalman Filter. Figure 7 also shows that the ICVBPN has better stability and less tracking error than the traditional CVBPNN. BER analysis for BPSK modulation with 2×2 MIMO channel is shown in Figure 8, from which we can see the BER is improved after prediction.

Figure 6. Prediction Performance of the Complex Channel

Figure 7. Comparison of the Tracking Error between Kalman Filter, CVBPNN and ICVBPN

Figure 8. BER Plot for 2×2 MIMO Channel with ICVBPN Tracking and Prediction

6. Conclusion

In this paper, a narrowband fading channel tracking and prediction algorithm based on ICVBPN is proposed. Bit error rate analysis for BPSK modulation in Gaussian white noise Jakes channel verifies the correctness of the proposed algorithm. The simulation results demonstrate that the ICVBPN has better stability than traditional CVBPNN. The ICVBPN training scheme converges faster than traditional CVBPNN and Kalman Filter and needs less running time. For the high-speed parallel performance of the ICVBPN, the running speed increases and real-time processing of time-varying channel is achieved.
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