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Abstract
The study hinged on the human activity recognition on smartphones by using the random forests model and AdaBoost model to make the classification. The study compared the classification results of two models and found the AdaBoost model had the better classification results. The study also found the AdaBoost model had the advantage of less calculation time.
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1. Introduction
Smartphones are the indispensable gadgets for nowadays life. Many people use smartphones with built-in accelerometers of smartphones to recognize daily activities [1]. The recognition of human activities is essential for smartphone developers [2]. The study attempted to analyze the data from Anguita et. al. (2012) to analyze the features of human activity recognition. The goal of human activity recognition is to identify the human actions given a set of observations of itself and the surrounding environment. Recognition can be accomplished by analyzing the information retrieved from inertial sensors such as accelerometers [3].

The rest of the paper was organized as follows. First, the study began with the introduction to the database. Second, the overall research design was outlined. Third, in order to comprehend the features of human activity recognition, the study applied the random forests and AdaBoost Model classification analysis. The paper concluded with implications and future research avenues.

2. Research Method
2.1. Data
The study analyzed the data from the study and experiments of Anguita et. al. (2012). The experiments have been carried out with a group of 30 volunteers within an age bracket of 19-48 years. Each person performed the six activities previously mentioned wearing the smartphone on the waist. The experiments have been video-recorded to facilitate the data labeling. A Samsung Galaxy S2 smartphone has been exploited for the experiments, as it contains an accelerometer and a gyroscope for measuring 3-axial linear acceleration and angular velocity respectively at a constant rate of 50Hz, which is sufficient for capturing human body motion. The recognition process starts with the acquisition of the sensor signals, which are subsequently pre-processed by applying noise filters and then sampled indexed-width sliding windows of 2.56 sec and 50% overlap [4]. The database was originally randomly partitioned into two sets, where 70% of the patterns were used for training purposes and 30% as test data: the training set is then used to train random forests model and AdaBoost model for classification which were described in the following section.
2.2. Variables Description

The data included the training data and test data. The amount of training data was 7352 and 2947 for the test data. The relabeled variables of the database analyzed in the study were introduced as follows:

1. $X_1$: training or test set of human activity features
2. $x$: the acceleration signal from the smartphone accelerometer X axis in standard gravity units ‘g’. Every row shows a 128 element vector.
3. $y$: the acceleration signal from the smartphone accelerometer Y axis in standard gravity units ‘g’.
4. $z$: the acceleration signal from the smartphone accelerometer Z axis in standard gravity units ‘g’.

In the study, the training set was categorized as “Type 0”, and the test set was categorized as “Type 1” for classification.

2.3. Random Forests Model

The random forests classification included the following steps [5-7],

1. Draw the $n_{tree}$ bootstrap samples from the original data.
2. For each of the bootstrap samples grow an unpruned classification or regression tree, with the following modification: at each node, rather than choosing the best split among all predictors, randomly sample mtry of the predictors and choose the best split from among those variables.
3. Predict new data by aggregating the predictions of the $n_{tree}$ trees (i.e., majority votes for classification, average for regression).

2.4. AdaBoost Model

AdaBoost model is a machine learning algorithm which builds a strong classifier from a small set of efficient but weak classifiers. The idea is to choose the weak classifiers in such a way that when combined they perform much better. In the result, the final strong classifier builds a model that is able to predict the class of a new observation given a data set [8-9]. Viola and Jones (2001) also developed the AdaBoost algorithm further to boost the classification performance by combining collections of weak classifiers to form a stronger classifier. In the beginning, a set of weak classifiers are chosen with the lowest classification error. Then the sequence of machine learning problems is solved and the final strong classifier which takes a weighted combination of the weak classifiers is determined. The final strong classifier determines the optimal threshold classification function for each feature [10-11].

The general procedure of AdaBoost algorithm is shown as Figure 1 [12].

---

**Figure 1. The AdaBoost Algorithm**
3. Results and Analysis

3.1. Random Forests Model

The study applied the random forests classification analysis to make the classification of the train data and test data. The study set the category of train data as type 0 and test data as type 1. The “rattle” package of the R software randomly chose 7209 data as the test data (7090 Type 0 data, 119 Type 1 data). The number of trees was set as 700, and the number of variables tried at each split was set as 2. The duration of the calculation was 9.29 minute. The error matrix of the random forests model for test data is as Table 1.

<table>
<thead>
<tr>
<th>Observed</th>
<th>Predicted</th>
<th>Type No.0</th>
<th>Type No.1</th>
<th>Percentage error</th>
</tr>
</thead>
<tbody>
<tr>
<td>Type No. 0</td>
<td>5001</td>
<td>106</td>
<td>2.07%</td>
<td></td>
</tr>
<tr>
<td>Type No. 1</td>
<td>13</td>
<td>2089</td>
<td>0.61%</td>
<td></td>
</tr>
<tr>
<td>Overall Error Percentage</td>
<td>1.65%</td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

Figure 2. Error Rates of Random Forests

According to Table 1 and Figure 2, the overall error rate of random forests model was 1.65%, and the error rate of Type 1 data was lower than Type 1 data when the number of classification tree increased.

The random forests model also calculated the variable importance, mean decrease accuracy and mean decrease gini of keywords which were listed as Table 2 and Figure 3.

<table>
<thead>
<tr>
<th>Variables</th>
<th>Valuable Importance (Type 0 Data)</th>
<th>Valuable Importance (Type 1 Data)</th>
<th>Mean Decrease Accuracy</th>
<th>Mean Decrease Gini</th>
</tr>
</thead>
<tbody>
<tr>
<td>X1</td>
<td>107.58</td>
<td>488.22</td>
<td>466.00</td>
<td>552.30</td>
</tr>
<tr>
<td>x</td>
<td>112.62</td>
<td>484.25</td>
<td>453.36</td>
<td>546.13</td>
</tr>
<tr>
<td>y</td>
<td>58.75</td>
<td>405.76</td>
<td>377.03</td>
<td>399.75</td>
</tr>
<tr>
<td>z</td>
<td>44.62</td>
<td>398.80</td>
<td>373.50</td>
<td>384.73</td>
</tr>
</tbody>
</table>
As part of the random forests construction, several measures of variable importance can be defined. Variable importance is a measurement of how much influence an attribute has on the prediction accuracy [13]. At every split of random forests, one of the randomly chosen variables was used to form the split and there is a resulting decrease in the Gini index. The Gini based variable importance measure was defined as the sum of all decreases in the forest due to the given variable, normalized by the number of trees. According to Table 2 and Figure 3, the importance ranking of human action features of smartphones usage was X1 followed by x, y, z.

### 3.2. AdaBoost Model

The study also applied the AdaBoost classification analysis to make the classification of the train data and test data. The study set the category of train data as type 0 and test data as type 1. The “rattle” package of the R software randomly chose 7209 data as the test data (5107 Type 0 data, 2102 Type 1 data). The maximized depth was set as 30, the minimum split was set as 20 and the iterations were set as 50. The duration of calculation was 13.43 seconds. The error matrix of the random forests model for test data is as Table 3. The error during 50 iterations training process was shown in Figure 4.

<table>
<thead>
<tr>
<th>Observed</th>
<th>Predicted Type</th>
<th>Percentage error</th>
</tr>
</thead>
<tbody>
<tr>
<td>Type No. 0</td>
<td>5025</td>
<td>82</td>
</tr>
<tr>
<td>Type No. 1</td>
<td>0</td>
<td>2102</td>
</tr>
<tr>
<td>Overall Error</td>
<td>1.10%</td>
<td></td>
</tr>
</tbody>
</table>

The error rate of AdaBoost model classification was 1.10%. According to Figure 4, the training error was decreased as the iterations time increased. It showed the machine learning process of the AdaBoost Model.

**Figure 3. Mean Decrease Accuracy and Mean Decrease Gini of Random Forests Model**

**Figure 4. Training Error during 50 iterations**

---
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4. Discussion
   The study compared the classification results of two models and found the AdaBoost model had better classification performance for human action recognition on smartphones. The error rate of AdaBoost model was 1.10% as compared with 1.65% of random forests model. The AdaBoost model had another advantage for calculation time. It only took 13.43 seconds for AdaBoost model calculation as compared with 9.29 minute of random forests model. The study also found the importance ranking of classification from random forests model. The variable X1 ranked as the first followed by three other variables (x, y, z).

5. Conclusion
   The contributions of the study were as follows. First, the study used two different models for the human actions recognition on smartphones by classifying the training and test data with related features. From the study, the study found the AdaBoost model with better classification results and less calculation time. The study offered more insights for related researches.
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