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Abstract

Aimed at the highly nonlinear and uncertainty of grain yield changes, a new method for grain yield prediction based on improved PSO-BP is proposed. By introducing mutation operation and adaptive adjust of inertia weight, the problem of easy to fall into local optimum, premature, low precision and low later iteration efficiency of PSO are solved. By using the improved PSO to optimize BP neural network's parameters, the learning rate and optimization capability of conventional BP are effectively improved. The simulation results of grain production prediction show that the predict accuracy of the new method is significantly higher than that of conventional BP neural network method, and the method is effective and feasible.
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1. Introduction

Grain problem is a colossal major problem for a country. Although in recent years there has been a pattern of oversupply of grain, the grain security issue can not be ignored. As a large agricultural country, to protect and maintain the country's grain security is particularly important. Rational analyzing and forecasting grain product capacity has important reference value for the setting and achieving grain security objectives. Many scholars, at home and abroad, have made much related research and constructed a number of very valuable theoretical hypothesis and prediction models [1-6]. Ref [4] has compared and analyzed forecasting performances of step regression, back-propagation (BP) neural network and GM(1,N) gray system. Using non-linear artificial neural network BP model, Ref [5] made corn production prediction in china. Based on the previous data, Ref [6] applied the gray system in grain yield prediction and put forward the gray relational analysis BP artificial neural network model for corn production prediction. Generally agreed that there are many factors affect gain yield. The main affect factors are plantings, water, farming techniques, seeds, fertilizers, etc. However, the grain yield fluctuation trend shows a high nonlinearity and uncertainty, which leads to accurately predict the gain yield, is difficult. Artificial neural network prediction method can better handle the nonlinear and uncertain problems [7-10], but it also has many shortcomings, such as: model training slow; time and space complexity is high; easy to fall into local optimum.

Particle swarm optimization (PSO) is a population based stochastic optimization technique developed by Dr. Eberhart and Dr. Kennedy in 1995. as a group intelligent search algorithm, it through population cooperation and competition between the particles to guide group search. And it has many merits, such as parallel global search, the model is simple and convenient, few parameters need to be adjusted, convergence is fast and easy implementation [11]. Thus, using PSO algorithm for BP Neural network pre-search can overcome the deficiencies of BP algorithm. However, when there are more locally optimums, standard PSO algorithm also easy to fall into local optimum. Many researchers have made studies for improving the PSO algorithm and achieved some success [12-16].
grain yield prediction method based on improved PSO-BP, and the prediction results show that the prediction model can effectively improve the prediction accuracy.

2. BP Neural Network

Artificial neural networks are powerful tool for prediction of nonlinearities. These mathematical models comprise individual processing units called neurons that resemble neural activity. Each processing units sums weighted inputs and then applies a linear or non linear function to the resulting sum to determine the output. The neurons are arranged in layers and are combined through excessive connectivity. With hierarchical feed forward network architecture, the back-propagation network has received most attention.

Typically, three-layer BP neural network (input layer, hidden layer and output layer) can realize the function mappings of \( n \) independent variables and the \( m \) dependent variables. In the study of BP neural network, the main features are forward transformer of input signal and back-propagation of error. Network's weights and threshold values are adjusted according to the prediction error.

The signal inputted from outside spreads to the output layer and gives the result through processing layer for layer of neurons in input layer and hidden layer. If the expected output can’t be obtained in output layer, it shifts to the conversed spreading processing and the true value and the error outputted by network will return along the coupled access formerly. The error is reduced by modifying contacted weight value of neurons in every layer and then it shifts to the positive spreading processing and revolves iteration until the error is smaller the given value [4-5]. The topological of BP neural network is shown in Figure 1.

![Figure 1. The Topological of BP Neural Network](image)

Here, \( X_1, X_2, \cdots, X_n \) are the input values of neural network, \( Y_1, Y_2, \cdots, Y_m \) are the predictive values, \( \omega_{ij} \) and \( \omega_{jk} \) are network's weights. Before using, the first task is to train the network. The training process included the following steps.

Step 1: Initialize the network. According to the input and output of actual system, determine the numbers of input layer nodes, hidden layer nodes and output layer nodes, initialize \( \omega_{ij}, \omega_{jk} \) and the threshold value of both hidden layer and output layer, and set the learning rate and the neuron activation function.

Step 2: Calculate the hidden layer output based on formula (1).

\[
H_j = f \left( \sum_{i=1}^{n} \omega_{ij} x_i - a_j \right) \quad j = 1, 2, \cdots, l
\]

Where, \( l \) is the number of nodes in hidden layer, \( a_j \) is the threshold value and \( f \) is the activation function of hidden layer. In this paper, we select formula (2) as \( f \).
Step 3: Calculate the output value of output layer based on formula (3).

\[ O_k = \sum_{j=1}^{l} H_j \omega_{jk} - b_k \quad k = 1,2,\cdots,m \]  

(3)

Where, \( b_k \) is the threshold value of output layer node.

Step 4: Calculate the prediction error according to the network predicted output and the desired output.

\[ e_k = Y_k - O_k \quad k = 1,2,\cdots,m \]  

(4)

Step 5: Update the connection weights by the prediction error \( e_k \).

\[ \omega_{ji} = \omega_{ji} + \eta H_j (1 - H_j) x(i) \sum_{k=1}^{m} \omega_{jk} e_k \quad i = 1,2,\cdots,n; \quad j = 1,2,\cdots,l \]  

(5)

\[ \omega_{jk} = \omega_{jk} + \eta H_j e_k \quad j = 1,2,\cdots,l; \quad k = 1,2,\cdots,m \]  

(6)

Here, \( \eta \) is the learning rate.

Step 6: Update the threshold value based on formula (7) and (8).

\[ a_j = a_j + \eta H_j (1 - H_j) \sum_{k=1}^{m} \omega_{jk} e_k \quad j = 1,2,\cdots,l \]  

(7)

\[ b_k = b_k + e_k \quad k = 1,2,\cdots,m \]  

(8)

Step 7: Determine whether the iterative ends, and if not, return to Step 2.

3. PSO Algorithm and its Improvement

3.1. Standard PSO Algorithm

Given in a Q-dimensional search space, there is a particle community composed of \( n \) particles. And the relevant parameters of \( i \)-th particle are denoted as follows: the position vector is denoted by \( x_i = (x_{i1}, x_{i2}, \ldots, x_{iQ}) \), \( i = 1,2,\ldots,n \). The flying speed is denoted by \( v_i = (v_{i1}, v_{i2}, \ldots, v_{iQ}) \). Up to now, the searched optimal location of \( i \)-th particle is denoted by \( P_i = (p_{i1}, p_{i2}, \ldots, p_{iQ}) \) (Namely \( P_{best} \)). The searched optimal location of the whole particles community is denoted by \( P_g = (p_{g1}, p_{g2}, \ldots, p_{gQ}) \) (Namely \( G_{best} \)). To search the optimal solution in Q-dimensional space is to search the particle in best position. According the three principles, maintain its inertia, maintain its optimal position and maintain community optimal position, the particle updates its status during the moment.

In every iteration, the particles update their velocity and position by formula (9).

\[
\begin{align*}
\hat{v}_{id}^{k+1} & = \alpha_{id} \hat{v}_{id}^{k} + c_1 r_1 (P_{best}^d - x_{id}^k) + c_2 r_2 (G_{best}^d - x_{id}^k) \\
\hat{v}_{id}^{k+1} & = v_{max} \quad \hat{v}_{id}^{k+1} > v_{max} \\
\hat{v}_{id}^{k+1} & = -v_{max} \quad \hat{v}_{id}^{k+1} < -v_{max} \\
x_{id}^{k+1} & = x_{id}^k + \lambda \hat{v}_{id}^{k+1}
\end{align*}
\]  

(9)
Here, $\omega$ denotes inertia weight and used to maintain the original rate coefficients. $c_1$ and $c_2$ denote learning factor and acceleration coefficients, respectively. $\xi$ and $\eta$ are the uniformly distributed random numbers during 0 and 1. $\lambda$ is constraint factor. $[-v_{\text{max}}, v_{\text{max}}]$ is velocity range for each dimension of particle. Standard PSO algorithm flow is shown in Figure 2.

![Figure 2. Standard PSO Algorithm Flow](image)

### 3.2. The Improvement of PSO

For the standard PSO algorithm is easy to fall into local optimum problem, the paper introduced the mutation operation to PSO algorithm. The basic idea is to re-initialize the particle after each update with a certain probability. The adaptive mutation operation method for $i$-th particle is as follows:

$$x_{ij} = \begin{cases} x_{ij} & r \leq P \\ x_{\text{random}} & r > P \end{cases}$$  \hspace{1cm} (10)

Here, $x_{ij}$ denotes the $j$-th component of particle $x_i$, $P$ denotes mutation probability, $r$ the uniformly distributed random numbers during 0 and 1, $x_{\text{random}}$ denotes random number during individual maximum and minimum position of particle.

Research shows that the linear decreasing inertia weight can better balance the global search ability and local search ability. The paper adopts the following method to get inertia weight value.

$$\omega(k) = \omega_{\text{start}} + (\omega_{\text{start}} - \omega_{\text{end}}) * (2 * k / T_{\text{max}} - (k / T_{\text{max}})^2)$$  \hspace{1cm} (11)

Here, $\omega_{\text{start}}$ denotes initial inertia weight; $\omega_{\text{end}}$ denotes inertia weight of maximum iteration number, $k$ denotes current iteration number, $T_{\text{max}}$ denotes maximum iteration number.
4. The Improved PSO-BP Network

BP neural network learning process is the update process of the connection weights and thresholds of the network. The purpose of using PSO algorithm optimize BP neural network is to get better network initial weights and thresholds. The basic idea is to use the position of each individual particle in PSO to represent all of the initial network connection weights and threshold parameters. Then take the individual initialized BP neural network prediction error as the individual’s fitness value and through the particle network optimization to find the best initial weights and thresholds.

The detailed algorithm can be summarized as follows:
1) Design and initialize the network normalize the samples.
2) Initialize PSO, such as, population size, particle structure, location and speed.
3) Calculate fitness value of each particle. The paper takes formula (4) as particle fitness function.

\[
    \text{fitness} = \sum_{i=1}^{N} | y_i - d_i | 
\]

Here: \(N\) denotes training sample number, \(d_i\) denotes the desired output of \(i\)-th sample. \(y_i\) denotes network computing values of \(i\)-th sample.

4) According to the fitness value of each particle, update its personal best position \(P_{\text{best}}\) and global best position \(G_{\text{best}}\).
5) According to formula (9), adjust the position and velocity of particle.
6) According to formula (10), make adaptive mutation operation.
7) If the convergence criteria is met (the number of iteration is reached or the error can accepted), stop iteration. And the \(G_{\text{best}}\) is the initial parameter values of BP network, through further learning and training of BP algorithm can form the predict model. Otherwise, go to step 3 for the next iteration.

5. Grain Yield Prediction Based on Improved PSO-BP

According to previous studies and China Statistical Yearbook, there are many factors affecting grain yield including effective irrigated area, the total number of people engaged in agricultural production, grain sown area, the disaster area, village hydropower generating capacity, total agricultural mechanical power, agricultural infrastructure investment and consumption of fertilizer and other factors. In the proposed prediction model, take effective irrigated area(\(\text{kilo hm}^{-2}\)), consumption of fertilizer (\(\text{million tons}\)), the disaster area(\(\text{kilo hm}^{-2}\)), grain sown area(\(\text{kilo hm}^{-2}\)), total agricultural mechanical power(\(\text{mw steam}\)), and agricultural infrastructure investment (\(\text{billion yuan}\)) as inputs and take grain yield (\(\text{million tons}\)) as the output. Thus the BP neural network structure is shown in Figure 3. Then, take the collected sample data from 1999 to 2001 as training sample data and the sample data from 2002 to 2007 as testing sample data. In the test, the relevant parameters of PSO algorithm are as follows: the number of iteration is 50, population size is 20, \(c_1=1.49445\), \(c_2=1.49445\) and the length of each particle is 41. Each generation best individual fitness curve of improved PSO algorithm optimization process is shown in Figure 4. The training error curves of the standard BP network and the BP network optimized by improved PSO are shown in Figure 5 and Figure 6, respectively. The obtained optimal initial weights and thresholds of BP neural network is shown in Table 1. The curves of predicted grain yield and actual grain yield from 2002 to 2007 is shown in Figure 7. Predictions contrast of the proposed method and other method is shown in Table 2.
Figure 3. BP Network Structure for Grain Yield Prediction

Figure 4. Best Individual Fitness Curve of Improved PSO

Figure 5. Training Error Curve of Standard BP Network

Figure 6. Training Error Curve of BP Network Optimized by Improved PSO

Figure 7. Predicted Yield and Real Yield

Table 1. Optimal Initial Weights and Thresholds

<table>
<thead>
<tr>
<th></th>
<th>Node 1</th>
<th>Node 2</th>
<th>Node 3</th>
<th>Node 4</th>
<th>Node 5</th>
<th>Node 6</th>
<th>Node 7</th>
<th>Node 8</th>
<th>Node 9</th>
<th>Node 10</th>
</tr>
</thead>
<tbody>
<tr>
<td>The initial weights between</td>
<td>1.1783</td>
<td>3.5159</td>
<td>1.2645</td>
<td>0.6073</td>
<td>0.9899</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>1.3646</td>
</tr>
<tr>
<td>input layer nodes and hidden</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>0.2707</td>
</tr>
<tr>
<td>layer nodes</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>The thresholds of hidden layer</td>
<td>1.7820</td>
<td>1.6677</td>
<td>0.6473</td>
<td>1.1162</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td></td>
</tr>
<tr>
<td>nodes</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>The initial weights between</td>
<td>0.2745</td>
<td>1.9078</td>
<td>0.1258</td>
<td>1.6990</td>
<td>1.1197</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td></td>
</tr>
<tr>
<td>output layer nodes and hidden</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>layer nodes</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>The thresholds of output layer</td>
<td>1.1587</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td></td>
</tr>
<tr>
<td>nodes</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>
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As can be seen from Figure 4, the best individual fitness obtained by improved PSO-BP neural network method has better optimization capability in evolution than that of standard BP neural network. Under the same training accuracy and by comparing Figure 5 and Figure 6, it can be seen that the improved PSO method can meet the convergence (0.00001) at 12th generation and obviously superior to conventional BP network (25th generation). By data comparison of Table 1, the prediction accuracy of improved PSO-BP method is superior to that of conventional BP network method for the same statistics data. The maximum relative error of BP network method and improved PSO-BP method are 11.2% and 4.6%, respectively. And also, as for grain yield production, the maximum relative error of paper proposed method and Ref [2] method are 0.01% and 5.7%, respectively. From the comparison, it can be seen that the proposed grain yield method is effective and feasible.

6. Conclusion

As complex agricultural and statistical issues, grain yield prediction is affected by many factors. And also, its historical data is limited, which makes it difficult to accurately predict. The paper proposed a improved PSO-BP based grain yield prediction method, which optimized the BP neural network parameters through improved PSO and effectively improved the overall learning ability and overcome the problem of easy to fall into local optimum. The test results for 2002-2007 grain yield shows the proposed method is significantly better than BP neural network method and Grey-Relational support vector machine based method, and has good application prospects.
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