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Abstract
An Intrusion can be defined as any practice or act that attempt to crack the integrity, confidentiality or availability of a resource. This may contain of a deliberate unauthorized attempt to access the information, manipulate the data, or make a system unreliable or unusable. With the expansion of computer networks at an alarming rate during the past decade, security has become one of the serious issues of computer systems. IDS, is a detection mechanism for detecting the intrusive activities hidden among the normal activities. The revolutionary establishment of IDS has attracted analysts to work dedicatedly enabling the system to deal with technological advancements. Hence, in this regard, various beneficial schemes and models have been proposed in order to achieve enhanced IDS. This paper proposes a novel hybrid model for intrusion detection. The proposed framework in this paper may be expected as another step towards advancement of IDS. The framework utilizes the crucial data mining classification algorithms beneficial for intrusion detection. The Hybrid framework would henceforth, will lead to effective, adaptive and intelligent intrusion detection.
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1. Introduction
With the development of network techniques and science technologies, information industry has expanded greatly. Both organizations such government, enterprises, finance, telegraphy etc., and personal users have depended on networks more and more. At the same time, it has brought lots of information security troubles. Network security is increasingly paid attention to and concerned about, so it is a critical problem how to protect the security of networks and information system.

Intrusion Detection is a necessary supplement of traditional security protection measures such as firewalls and data encryption, because it can provide real-time protection against internal attacks, external attacks and misoperations. Intrusion Detection belongs to the classification and recognition problems with a large number of non-linear conditions, which make it essential to study non-linear integrated approaches to solve the problem [1, 2]. Artificial Neural Network (ANN), often just called "neural network" (NN), is a mathematical model or computational model based on biological neural networks. It consists of an interconnected group of artificial neurons and processes information using a connectionist approach to computation. In most cases an ANN is an adaptive system that changes its structure based on external or internal information that flows through the network during the learning phase. In more practical terms neural networks are non-linear statistical data modeling tools. They can be used to model complex relationships between inputs and outputs or to find patterns in data. The ability to learn and adapt to the uncertainties of ANN are just suitable to solve the intrusion detection problem.

However, an ANN easily drops into a local minimum, so it may not search the global optimum [3]. For this defect, the paper will propose an anomaly intrusion detection model based on Genetic Neural Network (GNN), which combines the good global searching ability of genetic algorithm with the accurate local searching feature of BP Networks to optimize the initial weights of neural networks. The practice can overcome the shortcomings in the BP algorithm such as slow convergence, easily dropping into local minimum and weakness in global searching. And we will carry out simulation experiments to verify the validity of the practice.
Intrusion Detection System is a mechanism that is being used to protect organization from attacks from different sources. Intrusion detection is defined by the Sysadmin, Audit, Networking and Security (SANS) institute as the act of detecting actions that attempt to compromise the confidentiality, integrity or availability of a resource. It is obligatory that IDS can handle huge quantities of information without affecting performance and without loss of data and can detect intrusions reliably without giving false alarms.

IDS are broadly classified as:

a) Misuse Based System
In misuse based IDS, detection is done by searching for the exploitation of known weak points in the system, which can be described by a specific pattern or sequence of events or data. That means these systems can detect only known attacks for which they have a defined signature.

b) Anomaly Based System
In anomaly based IDS, detection is performed by detecting changes in the patterns of utilization or behavior of the system.

2. Related Works
Some import applications of soft computing techniques for Network Intrusion Detection is described in this section. Several Genetic Algorithms (GAs) and Genetic Programming (GP) has been used for detecting intrusion detection of different kinds in different scenarios. Some uses GA for deriving classification rules [5-8]. Gas used to select required features and to determine the optimal and minimal parameters of some core functions in which different AI methods were used to derive acquisition of rules [9-11]. There are several papers [12-15] related to IDS which has a certain level of impact in network security.

The effort of using GAs for intrusion detection can be referred back to 1995, when Crosbie and Spafford [16] applied the multiple agent technology and GP to detect network anomalies [19]. For both agents, they used GP to determine anomalous network behaviours and each agent can monitor one parameter of the network audit data. The proposed methodology has the advantage when many small autonomous agents are used, but it has problems when communicating among the agents and also if the agents are not properly initialized the training process can be time consuming.

Li [6] described a method using GA to detect anomalous network intrusion [19, 20]. The approach includes both quantitative and categorical features of network data for deriving classification rules. However, the inclusion of quantitative feature can increase the detection rate, but no experimental results are available. Goyal and Kumar [18] described a GA based algorithm to classify all types of smurf attack using the training dataset with false positive rate is very low (at 0.2%) and detection rate is almost 100% [20].

Lu and Traore [7] used historical network dataset using GP to derive a set of classification [19]. They used support-confidence framework as the fitness function and accurately classified several network intrusions. But their use of genetic programming made the implementation procedure very difficult and also for training procedure more data and time is required.

Xiao et al. [17] used GA to detect anomalous network behaviours based on information theory [19, 20]. Some network features can be identified with network attacks based on mutual information between network features and type of intrusions and then using these features a linear structure rule and also a GA is derived. The approach of using mutual information and resulting linear rule seems very effective because of the reduced complexity and higher detection rate. The only problem is it considered only the discrete features.

Gong et al. [19] presented an implementation of GA based approach to Network Intrusion Detection using GA and showed software implementation. The approach derived a set of classification rules and utilizes a support-confidence framework to judge fitness function.

Abdullah et al. [20] showed a GA based performance evaluation algorithm to network intrusion detection. The approach uses information theory for filtering the traffic data.

Min Yang et al [31] discussed a model based on contiguous expert voting algorithm. Although early methods detect most anomalies, unsuccessful match doesn’t mean an abnormality, as normal rules may not cover all normal data. The Detection rate in this is not commendable but it has vast future scope for improvement.
3. Neural Networks for Intrusion Detection

A limited amount of research has been conducted on the application of neural networks to detecting computer intrusions. Artificial neural networks offer the potential to resolve a number of the problems encountered by the other current approaches to intrusion detection. Artificial neural networks have been proposed as alternatives to the statistical analysis component of anomaly detection systems, [5-6], [10, 23, 26]. Statistical Analysis involves statistical comparison of current events to a predetermined set of baseline criteria. The technique is most often employed in the detection of deviations from typical behavior and determination of the similarity of events to those which are indicative of an attack [8]. Neural networks were specifically proposed to identify the typical characteristics of system users and identify statistically significant variations from the user's established behavior.

A Neural network approach for intrusion detection one promising research in Intrusion detection concerns the application of the Neural Network techniques, for the misuse detection model and the anomaly detection model. Performance evaluations presented in this paper all refer to the DARPA Intrusion Data Base Neural Network approach an artificial Neural Network consists of a collection of treatments to transform a set of inputs to a set of searched outputs, through a set of simple processing units, or nodes and connections between them. Subsets of the units are input nodes, output nodes, and nodes between input and output form hidden layers; the connection between two units has some weight, used to determine how much one unit will affect the other. Two types of architecture of Neural Networks can be distinguished.

Supervised training algorithms: where in the learning phase, the network learns the desired output for a given input or pattern. The well known architecture of supervised neural network is the Multi-Level Perceptron (MLP); the MLP is employed for Pattern Recognition problems.

Unsupervised training algorithms: where in the learning phase, the network learns without specifying desired output.

Neural Networks (NNs) have attracted more attention compared to other techniques. That is mainly due to the strong discrimination and generalization abilities of Neural Networks that utilized for classification purposes [19]. Artificial Neural Network is a system simulation of the neurons in the human brain [20]. It is composed of a large number of highly interconnected processing elements (neurons) working with each other to solve specific problems. Each processing element is basically a summing element followed by an active function. The output of each neuron (after applying the weight parameter associated with the connection) is fed as the input to all of the neurons in the next layer. The learning process is essentially an optimization process in which the parameters of the best set of connection coefficients (weights) for solving a problem are found [21].

An increasing amount of research in the last few years has investigated the application of Neural Networks to intrusion detection. If properly designed and implemented, Neural Networks have the potential to address many of the problems encountered by rule-based approaches. Neural Networks were specifically proposed to learn the typical characteristics of system’s users and identify statistically significant variations from their established behavior. In order to apply this approach to Intrusion Detection, I would have to introduce data representing attacks and non-attacks to the Neural Network to adjust automatically coefficients of this Network during the training phase. In other words, it will be necessary to collect data representing normal and abnormal behavior and train the Neural Network on those data. After training is accomplished, a certain number of performance tests with real network traffic and attacks should be conducted [22]. Instead of processing program instruction sequentially, Neural Network based models on simultaneously explore several hypotheses make the use of several computational interconnected elements (neurons); this parallel processing may imply time savings in malicious traffic analysis.

4. Proposed Method

The proposed system (shown in Figure 1) is a hybrid intrusion detection framework based on the combination of two classifiers i.e. Tree Augmented Naïve Bayes (TAN) and Reduced Error Pruning (REP). The TAN classifier is used as a base classifier while the REP classifier is used as a Meta classifier. The Meta classification is the learning technique which learns from the Meta data and judge the correctness of the classification of each instance by
The judgement from each classifier for each class is treated as a feature, and then builds another classifier, i.e. a meta-classifier, to make the final decision [11]. Hence it can be said that the Meta-classification re-classifies the classification judgments made by classifiers.

The working of hybrid framework can be understood in following algorithmic steps:
Step 1: Input dataset
Step 2: Perform preprocessing of the dataset
Step 3: Select TAN as the base classification algorithm
Step 4: Choose REP algorithm for Meta classification
Step 5: Perform classification on base classifier for Meta Rules
Step 6: Set the obtained Meta rules as input for Meta classification
Step 7: Perform re-classification using Meta classifier

The main idea of using this technique is to improve the overall classification performance resulting in better outcomes than any other existing technique. The two classifiers indulged in the proposed system can be understood as:

4.1. Detailed Description of the Hybrid IDS Framework
This section describes about all the modules incorporated in the Hybrid IDS framework shown in Figure 1. Following is the brief discussion about each module:

4.2. KDD Cup 99 Data Set Description
Since 1999, KDD’99 [3] has been the most wildly used data set for the evaluation of anomaly detection methods. This data set is prepared by Stolfo et al. [5] and is built based on the data captured in DARPA’98 IDS evaluation program [6]. DARPA’98 is about 4 gigabytes of compressed raw (binary) tcp dump data of 7 weeks of network traffic, which can be processed into about 5 million connection records, each with about 100 bytes. The two weeks oftest data have around 2 million connection records. KDD training dataset consists of approximately 4,900,000 single connection vectors each of which contains 41 features and is labeled as either normal or an attack, with exactly onespecific attack type.

In the preprocessing module the class label presents in the 42nd feature of KddCup’99 dataset is recast into five major categories for the sake of decreasing complexity of performance evaluation of the proposed model. As the original KddCup’99 dataset having 22 types of attack labels, it was very inconvenient to assess the performance of the classification model. Hence
the attack labels are modified to their respective categories for the ease of analysis. Finally five major classes are formed as the class label i.e. DoS, Probe, R2L, U2Rand Normal.

4.3. Dataset Splitter

The Dataset Splitter module partitions the dataset into two parts received from the preprocessing module. To partition the dataset into two parts a method named holdout is used. In this method, the given data are randomly partitioned into two independent sets, a training set and a test set [17]. The 66% of the data is allocated to the training set and the remaining 44% of the dataset is allocated to the testing set. The training set is used to derive the proposed framework while the test set is used to assess the accuracy of the derived model. When the KddCup'99 dataset passed through the data splitting module then it gets divided into the training set which consists of 326054 instances and the testing set which consists of 167967 instances.

4.4. Learning Phase

The learning phase involves two steps for generating the classification rules. In the first step, the learning of base classifier i.e. TAN using the training dataset is achieved. The outcome of this base classifier is assumed as the input data (known as Meta data) for the second step. This meta-level training set is composed by using the base classifiers’ predictions on the validation set as attribute values, and the true class as the target [18]. From these predictions, the meta-learner adapts the characteristics and performance of the base classifier and computes a meta-classifier which is a model of the original training data set. This meta-classifier in second step fetches the predictions from the base classifier for classifying an unlabeled instance, and then makes the final classification decision.

4.5. Testing Phase

The classification rules that are generated in Learning Phase are stored for the performance evaluation of hybrid intrusion detection framework. In this phase, the Testing Set generated in Data Splitting module is used as input to assess the performance. The outcome of this module is further forwarded to next module i.e. Classifier Performance Evaluator module.

4.6. Classifier Performance Evaluator

<table>
<thead>
<tr>
<th>True class</th>
<th>Pos</th>
<th>Neg</th>
</tr>
</thead>
<tbody>
<tr>
<td>Hypothesized</td>
<td>class</td>
<td>V</td>
</tr>
<tr>
<td>Yes</td>
<td>TP</td>
<td>FP</td>
</tr>
<tr>
<td>No</td>
<td>FN</td>
<td>TN</td>
</tr>
<tr>
<td>P=TP+FN</td>
<td>N=FP+TN</td>
<td></td>
</tr>
</tbody>
</table>

a) Accuracy = (TP+TN)/(P+N)
b) Precision = TP/(TP+FP)
c) Recall/TP rate = TP/P
d) FP Rate = FP/N
e) ROC Analysis moves the threshold between the positive and negative class from a small FP rate to a large one. It plots the value of the Recall against that of the FP Rate at each FP Rate considered.

4.7. Visualization

The result generated in the Performance Evaluation phase can be visualized in the visualization module. These results can be in the form of text or graph etc.
5. Experimental Analysis

This section describes the experimental outcomes of the developed hybrid intrusion detection framework and its comparison with various other techniques present in the scenario. It has been noticed that the outcomes of the hybrid IDS framework excelled most of the algorithms in respect of performance (prominently accuracy). Following Table 2 and 3 is the comparison of the two algorithms i.e. TAN and REP utilized in the hybrid IDS framework with respect to the frequently preferred bayes net based K2 algorithm.

Table 2. Performance Comparison of TAN, REP, HYBRID and K2

<table>
<thead>
<tr>
<th>Class</th>
<th>TAN</th>
<th>K2</th>
<th>REP</th>
<th>HYBRID</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>TPR</td>
<td>FPR</td>
<td>TPR</td>
<td>FPR</td>
</tr>
<tr>
<td>DoS</td>
<td>0.997</td>
<td>0.000</td>
<td>0.989</td>
<td>0.000</td>
</tr>
<tr>
<td>Probe</td>
<td>0.989</td>
<td>0.000</td>
<td>0.979</td>
<td>0.005</td>
</tr>
<tr>
<td>R2L</td>
<td>0.968</td>
<td>0.000</td>
<td>0.959</td>
<td>0.001</td>
</tr>
<tr>
<td>U2R</td>
<td>0.859</td>
<td>0.000</td>
<td>0.813</td>
<td>0.005</td>
</tr>
<tr>
<td>Normal</td>
<td>0.998</td>
<td>0.001</td>
<td>0.986</td>
<td>0.002</td>
</tr>
</tbody>
</table>

Next the Table 2 shows the comparison of the developed framework with the K2 algorithms proving its effectiveness with improved results in case of each type of attacks.

Figure 2. Class-wise comparison of accuracy in K2 and REP

Figure 3. Class-wise comparison of accuracy in REP and Hybrid

When the developed framework is compared with the respective various available data mining techniques for intrusion detection, the resultant obtained shows the favorable opinion to opt as the hybrid technique. The lead may be understood from the above comparison graph.
6. Conclusion

In this paper, I have described an overview of some of the current and past intrusion detection technologies which are being utilized for the detection of intrusive activities against computer systems or networks. The intrusion classifier based on multiple attribute selection algorithms has been proposed in this paper. The new system has six combinations with different representative attribute selection algorithms and different classification algorithms. Through comparing with classification performance and real time, the advantage or disadvantage of different combinations comes out. It is positive significance for deploying different algorithm combinations based on the concrete context. In the future, we will try to apply the intrusion classifier in the field of wireless sensor networks. Some core code of intrusion classifier should be simplified. The classifier will be improved to be the next module of the lightweight detection.
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