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Abstract

Metagenome is a combination of several microorganisms collected from the environment. In metagenome analysis, it is required binning for grouping metagenome fragment yielded by sequencer. This research used the composition approach for conducting metagenome fragment binning. In this approach, binning could be implemented using unsupervised or supervised learning. We used Self-Organizing Map (SOM) for conducting binning used on unsupervised learning. We compared two techniques of training in SOM, namely sequential training and batch training for finding the best techniques. The results showed that the batch training could obtain 3.8% error valued on the map of [10 15]. This error value is smaller than that of sequential training.
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1. Introduction

Bioinformatics is a discipline which originally arose for of introducing order into the massive data sets produced by the new technologies of molecular biology, such as large-scale DNA sequencing, the measurement of multiple gene expression, and the technology includes proteomics techniques. Bioinformatics integrate a number of related disciplines such as computer science, cybernetics, molecular evolution, genomics and proteomics, biometry and biostatistics, mathematical and computational biology, i.e., [10]. Bioinformatics introduce metagenome is involves sampling of microbial DNA from natural environments rather than relying on traditional, single species cultivation techniques [8].

Research on metagenome have done one of study [14] using about 1Gb of DNA sequences that have successfully sequenced from the Sargasso Sea samples showed the presence of microbial communities are far more diverse than previously thought.

Binning has two approaches, namely homology approach and composition approach. Homology approach is an approach that does alignment of DNA sequences by comparing fragments metagenome and database sequences. The results are concluded in each taxonomic level [2]. This causes the homology approach requires a lot of time in the process of grouping [8]. Example of methods homology is BLAST and Megan.

Composition approach has the advantage as a bypass. Composition approach is an approach that uses the base pairs of feature extraction results as fill for unsupervised learning and supervised learning. Method uses unsupervised learning is SOM and TETRA while, the supervised learning method is PhyloPythia.

In this study the algorithm to be used as training and testing in metagenome fragment clustering is a self-organizing map (SOM). SOM successfully applied to high-dimensional data [6]. This study also uses k-mers on feature extraction method k-mer, frequency k-mer used is tetra-nucleotide and penta-nucleotide [2].

2. Research Method

2.1. National Center for Biotechnology Information (NCBI)

The first step takes the data collection. Data used were taken from national center of biotechnology information (NCBI). NCBI is a server that contains database of heath information
and biotechnology. Database continuously update according to the latest discoveries concerning DNA, protein, the compounds active, and taxonomy [5].

2.2. MetaSim

Furthermore, the data that has been collected in the simulation sequencer to obtain fragments. Sequencer Software for used is MetaSim. MetaSim is a simulation software used to generate the data metagenome [11].

2.3. Bacteria Data

Data used is data bacteria are divided into two, namely the data training and data testing. The data training consists of 10 organisms with long reading 10 000 readings, whereas the data testing consist of 9 organisms with long reading 5 000 readings. Length of 5 kbp fragment used and the level of taxonomy genus [7].

2.4. Extraction Feature

The next step of feature extraction, method extraction feature are used k-mer is one of the characteristic extraction method that calculates the pattern of occurrence of k (the length of fragment metagenome) at a time in a sequence [3]. The attendance patterns k in sequences is calculated using the four main bases (A C T and G) raised to a series of base pairs (attendance patterns: \(4^k\) with \(k \geq 1\)) [1]. Illustration of k-mer feature extraction can be seen in Figure 1.

![Figure 1. Extraction feature with k-mer](image)

2.5. Normalization

Normalization is the process of scaling the value attribute of the data, so as to achieve the specified range. The purpose of normalization to remove redundancy of data, reduce complexity and simplify the data modification [4]. In this study, the normalization method used is the min max normalization method. Min-max normalization method using standardization of data by putting the data in the range of 0 to 1, the smallest value as 0 and the greatest value as 1.

2.6. Self-Organizing Map (SOM)

SOM was first offered by Touve Kohonen in 1989 from Ireland. SOM is a neural network method based on competitive and unsupervised learning, because SOM does not have a target. SOM divide the data into several group defined clusters [6]. SOM has to training method, namely sequential training and batch training [12].

2.6.1. Sequential Training

Sequential training also referenced as on-line or stochastic, where the update is made for each sample of the training set [12].

The following sequential training algorithm:

1. Random weight initialization, determines maximum value for radius of neighborhood and learning value \(\alpha\)
2. Stop condition if value false, otherwise go to step 3 to 9
3. Input vector \(x\), proceed to step 4 to 6
4. Calculate distance Eculidean with formula:
5. Determine index \( j \) for \( D(j) \) most minor
6. Update weights for all \( j \) neighborhood of all inputs, with formula:

\[ W_{ij}(\text{Baru}) = W_{ij}(\text{Lama}) + \alpha(t) \cdot (X_i - W_{ij}(\text{Lama})) \]

7. Update learning value \( \alpha \), value obtained with multiplying value learning rate function of the value of learning rate reduction, with formula:

\[ \alpha(\text{Baru}) = 0.6 \cdot \alpha(\text{Lama}) \]

8. Reducing radius of neighborhood (N) at a specific time
9. Stop condition is met if desired values close to zero are met. If the value \( \alpha \) becomes very small, the weights readings will also be very small so that the training process can be stopped.

2.6.2. Batch Training
Batch training, where the update is performed after the presentation of all sample of the training set.

The following batch training algorithm:
1. Initialize weights randomly
2. Input vector \( x \), proceed to step 3 to 7
3. Calculate Eculidean distance with formula (2)
4. Determining the best value (BMU) at each vector \( x \) (assign each vector model most similar) called "Voronoï Set"
5. Updating of each vector and adjacency with formula:

\[ m_i(t+1) = \frac{\sum u_{ik}(t) \cdot x_k}{\sum u_{ik}(t)} \]

6. Renew (decrease) radius of neighborhood
7. Stop condition is met, if value the specified epoch have been met.

Value of learning rate is that of the equations explicitly batch training refurbished and are not included at the parameters.

2.7. Evaluation
At this stage of the evaluation, there is the evaluation calculation performed is quantization error, topographic error and percentage error [13]. Quantization error is a measure commonly used at SOM method. This measurement is for measures the average distance between each vector and looking for the Best Matching Unit (BMU). Topographic error is a measure that uses the input samples for determines advanced mapping of the input space to the map grid. Whereas percentage error is used for calculate the mapping error at each grouping.

3. Result and Analysis
3.1. Sequential Training
Sequential experimental results of training are divided into two, namely based learning rate and of neighborhood. Experiments based on the learning rate can be seen in Figure 2 and 3, while the experiment is based on neighborhoods can be seen in Figure 4 and 5.
a) Based Learning Rate (LR)

Figure 2. Comparison of the map size tetra-nucleotide based on learning rate with sequential training

Based on Figure 2 the results of calculations using the sequential training methods to tetra-nucleotide frequency based on learning rate with a comparison between the size of the map based on is used with calculation evaluation is used then, calculation quantization error which has the smallest error is contained in the map size [15 15] with a learning rate of 0.1 is 0.3211. Calculation topographic error which has the smallest error is contained in the map size [10 15] with a learning rate of 0.1 is 0.0476. Calculation percentage of error that have the smallest percentage contained in the map size [15 15] with the learning rate of 0.25 is 5.68%.

Based on Figure 3 the results of calculations using the sequential training methods to penta-nucleotide frequency based on learning rate with a comparison between the size of the map based on is used with calculation evaluation is used then, calculation quantization error which has the smallest error is contained in the map size [15 15] with a learning rate of 0.1 is 0.3575. Calculation topographic error which has the smallest error is contained in the map size [10 10] with a learning rate of 0.1 is 0.0469. Calculation percentage of error that have the smallest percentage contained in the map size [15 15] with the learning rate of 0.25 is 4.68%.
Figure 3. Comparison of the map size penta-nucleotide based on learning rate with sequential training

b) Based neighborhood

Figure 4. Comparison of the map size tetra-nucleotide based on neighborhood with sequential training
Based on Figure 4 the results of calculations using the sequential training methods to tetra-nucleotide frequency based on neighborhood with a comparison between the size of the map based on is used with calculation evaluation is used then, calculation quantization error which has the smallest error is contained in the map size \([15 \times 15]\) with a neighborhood of 1 is 0.307. Calculation topographic error which has the smallest error is contained in the map size \([10 \times 15]\) with a neighborhood of 4 is 0.0566. Calculation percentage of error that have the smallest percentage contained in the map size \([15 \times 15]\) with the neighborhood of 1 is 5.66%.

![Comparison of the result of the quantization error with sequential training method based on neighborhood in pentanucleotide](image1)

![Comparison of the result of the topographic error with sequential training method based on neighborhood in pentanucleotide](image2)

![Comparison of the result of the percentage of error with sequential training method based on neighborhood in pentanucleotide](image3)

Figure 5. Comparison of the map size pentanucleotide based on neighborhood with sequential training

Based on Figure 5 the results of calculations using the sequential training methods to penta-nucleotide frequency based on neighborhood with a comparison between the size of the map based on is used with calculation evaluation is used then, calculation quantization error which has the smallest error is contained in the map size \([15 \times 15]\) with a neighborhood of 2 is 0.3572. Calculation topographic error which has the smallest error is contained in the map size \([10 \times 10]\) with a neighborhood of 2 is 0.0553. Calculation percentage of error that have the smallest percentage contained in the map size \([15 \times 15]\) with the neighborhood of 3 is 4.67%.

3.2. Batch Training

Different from the sequential training the batch training experiments tested only by neighborhood not using learning rate. The experimental batch training results can be seen in Figure 5 and 6.
Based on Figure 6 the results of calculations using the batch training methods to tetra-nucleotide frequency a comparison between the size of the map based on is used with calculation evaluation is used then, calculation quantization error which has the smallest error is contained in the map size $[15 \times 15]$ with a neighborhood of 4 is 0.3203. Calculation topographic error which has the smallest error is contained in the map size $[15 \times 15]$ with a neighborhood of 4 is 0.0444. Calculation percentage of error that have the smallest percentage contained in the map size $[15 \times 15]$ with the neighborhood of 2 is 5.08%.

Based on Figure 7 the results of calculations using the batch training methods to penta-nucleotide frequency a comparison between the size of the map based on is used with calculation evaluation is used then, calculation quantization error which has the smallest error is contained in the map size $[15 \times 15]$ with a neighborhood of 1 is 0.3563. Calculation topographic error which has the smallest error is contained in the map size $[10 \times 15]$ with a neighborhood of 2 is 0.0408. Calculation percentage of error that have the smallest percentage contained in the map size $[10 \times 15]$ with the neighborhood of 2 is 3.8%.
3.3. The Training Time Comparison between Sequential Training and Batch Training Method

Duration of training in this study is determined by the amount of data and the value of the epoch. Training is another factor influencing the length of training time. The Table 1 can in seen a comparison the training time between sequential training and batch training method.

Table 1. Comparison of the training time

<table>
<thead>
<tr>
<th>Map size</th>
<th>Sequential training</th>
<th>Batch training</th>
</tr>
</thead>
<tbody>
<tr>
<td>[10 10]</td>
<td>30 minutes</td>
<td>5 minutes</td>
</tr>
<tr>
<td>[10 15]</td>
<td>1 hour 10 minutes</td>
<td>25 minutes</td>
</tr>
<tr>
<td>[15 15]</td>
<td>2 hour</td>
<td>50 minutes</td>
</tr>
</tbody>
</table>

4. Conclusion

Conclusions that can be drawn in this study that batch training method produces a better grouping and faster than sequential training method. The smallest percentage error obtained penta-nucleotide frequencies contained in the map [10 15] and neighborhood 2 that is equal 3.64%.
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