FPGA Implementation of a Nakagami-\(m\) fading channel Simulator using Random Number Generator
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Abstract

By realizing the concept of implementation of the radio propagation channels on simulators is the eminent intention of this work. Even though prototyping software simulators are effortless to design we prefer hardware simulators as they endeavors distinguishable quickness, compared to earlier. Prior to this work fading channels like Gaussian, Rayleigh and Rician fading channel simulators were executed on hardware.(i.e. FPGA) The significant target of this attempt is to implement Nakagami-\(m\) fading channel on hardware as they preserved for unsubstantial consideration. While differentiating with other fading channels Nakagami-\(m\) fading channel acquires wide spread applications, as this is flexible through its size parameter \(m\), over which representation of signal fading conditions that vary from serious to modest, to normal fading or no fading is accomplished . The proposed hardware simulator can hatches complex Nakagami variates after it was implemented on Xilinx Spartan-xc3s500e-4fg320 FPGA. This is operated at 50MHz.
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1. Introduction

Wireless communication systems should be constructed to operate over different radio channels for a wide variety of environmental and weather conditions. Such a system essentially does well in divergent surroundings where the features of radio propagation channel changes significantly [1-3]. But due to its time varying property, multiple path propagation and existence of interference affected by other users, makes wireless communications more fundamental and deceptive. It is extremely necessary to perceive the performance of radio channels in different environments to attain the prototype of adequate, consistent and efficient wireless communications [4]. Such a prototype designing of wireless communications statistical channel modeling plays a critical role; this is a primary step in wireless system design prototyping. The primary intention of channel modeling is to estimate the first and second order parameters of a fading channel. Prototype design of a channel simulator is one of the numerous confrontation challenges in the elaboration of wireless communications [4].

The wireless communication systems are required to be field tested to confirm that they fulfil the requirements. But this is expensive, time costing and more complicated to repeat . By employing a channel simulator above mentioned limitations of the wireless communication systems can be overwhelmed. Henceforth in the process of designing and developing an efficient and for exploring the performance of wireless systems, a channel simulator is a significant component [4]. The wireless fading channel simulation offers more cost-effective, time-efficient, and can yields repeatable and reproducible results efficiently compared to field tests. Though software simulators are there the major interest is to simulate on hardware as they endeavours distinguishable rapidity, compared to earlier [5].

2. Importance of FPGA Implementation

In order to prototyping the fading channel simulators a simple Field-programmable gate arrays (FPGAs) are an excellent platform. These are precise, acceptable and adequate to emulate fading channel simulators, as FPGAs have earlier been used as coprocessors to execute the signal processing algorithms of a channel simulator in a comprehensive manner [5]. For the effective evaluation of a digital system Field-programmable gate arrays (FPGAs) are
used as an appropriate prototyping platform [5]. The complete time for designing the prototype is less due to the user-programmability of FPGAs which simplifies the debugging and design characterization. Adding to this their low cost compared to custom integrated circuits, make the FPGA’s more significant. FPGA supports fast prototyping of the wireless communication design, as they have formidable hardware platforms. FPGA provides many attractive merits in performance, power consumption and re-configurability [5].

2.1. Ease of using Nakagami-m Fading Channel
As discussed earlier statistical channels are extensively used in the design of wireless communication channels. As the multipath fading signals statistics are depicted in an efficient manner. Over them Nakagami-m fading channel is a effective distribution which can prototype different fading environments [6]. Compared to Rayleigh, Rician, or Log Normal distributions, flexibility and accuracy in matching of some experimental data was offered by this statistical model, henceforth Nakagami –m fading channel fit some urban radio multipath channel data effectively compared to other statistical fading channels mentioned above [7]. Rayleigh and the one-sided Gaussian distribution as special cases make this statistical fading channel more significant in the design of wireless communication systems. With the parameter ’m’ The Nakagami fading channel model can be reduced to one-sided Gaussian fading (m = 0.5) to non fading (m = ∞). If m=1 Nakagami-m fading channel depicts Rayleigh fading channel. Rician fading channel model also be illustrated by this fading channel model under certain constraints. As a result of its ability of prototyping different fading environments made the Nakagami-m fading model is one of the most versatile [6].

2.2. Nakagami-m Fading Channel Simulator Design Prototyping
An efficient hardware emulation of a Nakagami-m fading channel simulator is presented. The Nakagami variates are to be derived from correlated Rayleigh variates. In this process of transforming the correlated Rayleigh variates in to Nakagami-m a chain of logarithmic and linear domain analysis along with piece-wise linear approximations were needed to implement the prerequisite nonlinear numerical functions efficiently [4]. And the correlated Rayleigh variates are derived from uniform random variates. The LFSR (Linear Feedback Shift Register) plays a significant role in the generation of uniform random variates. A uniform random generator plays a significant role in designing all the types of random number generators [8]. Box-Muller method and inverse transformation methods are the best and excellent methods for calibration between the generators. We used the combination of LFSR and Box-Muller method to generate Rayleigh variates.

3. Designing an Efficient Nakagami-m Fading Channel Simulator
An efficient hardware emulation of a Nakagami-m fading channel simulator is presented. The Nakagami variates are to be derived from correlated Rayleigh. In this process of transforming the correlated Rayleigh variate in to Nakagami-m a chain of logarithmic and linear domain analysis along with piece-wise linear approximations were needed to implement the prerequisite nonlinear numerical functions efficiently [4]. And the correlated Rayleigh variates are derived from uniform random variate. The LFSR (Linear Feedback Shift Register) plays a significant role in the generation of uniform random variate. A uniform random generator plays a significant role in designing all the types of random number generators. Box-Muller method and inverse transformation methods are the best and excellent methods for calibration between the generators. We used the combination of LFSR and Box-Muller method to generate Rayleigh variate [8].

3.1. LFSR as a Uniform Random Number Generator
The linear feedback shift register (LFSR) is a shift register by using feedback; itself changes the state for each rising edge of the clock. The present input bit of LFSR is always a linear function of its previous state. The initiatory value of the LFSR is known as seed [8]. The LFSR hatches the random sequences of 1’s and 0’s, when the shift register is clocked before it was initiated with a seed value (any value except all zeros). LFSR can yield a series of random bits by picking up a well chosen feedback function which has a very long cycle. The uniform random variable produced by the LFSR can have the maximum length equal to 2n -1 where n is
the length of shift register in LFSR. In this work we use \( n=12 \text{bit} \) then the number of random variable \( = 4k = 4096 \) numbers.

In order to opt the feedback polynomials with maximum period the table presented by Xilinx is considered. The feedback polynomial for 12-bit is \( x^{12} + x^6 + x^4 + x + 1 \). The Figure 1 represents the constructional design for a 12-bit LFSR. Here the LFSR design is established by the cascading simple D-flip-flops [8].

![Figure 1. Architecture design for 12-bit LFSR as a Uniform Random number generator [8]](image)

3.2. Mapping form Uniform RNG to Different RNG

In order to mapping between uniform RNG to any other random number generators in efficient manner Box-Muller method and inverse transformation methods are illustrated. In this work we used Inverse Transformation method to convert from the random number with uniform distribution to another type of distribution [9].

3.2.1. The Inverse Transformation Method (ITM)

The generation of non-uniform random variables using this inversion method is depend on the Simple observation that a random variable \( X \) with \( F \) as cumulative distribution function (CDF) can be generated by:

\[
X = F^{-1}(U)
\]

Where \( U \) denotes a uniform \( U(0, 1) \) random variable and the \( X \) is a random variable with desired distribution [9]. The proposed architectures for Rayleigh distribution are based on this method.

The required steps to compute the desired random variable using inverse transformation method are:

1. Calculate the CDF of the desired random variable \( X \).
2. Fix \( F(X) = U \).
3. Determine the equation \( F(X) = U \) for \( X \) in terms of \( U \).
4. Generate uniform random numbers \( U_1, U_2, U_3, \ldots \) and compute

The desired random variable by \( X_i = F^{-1}(U_i) \)

Applying the above steps for Rayleigh distribution results:

The PDF for Rayleigh distribution:

\[
f(x) = \frac{x}{\sigma^2} e^{-\frac{x^2}{2\sigma^2}}
\]

Then its CDF will be:

\[
F(x) = 1 - e^{-\frac{x^2}{2\sigma^2}}
\]

\[
F(x) = U
\]

\[
x = \sigma \sqrt{-2 \ln U}
\]

3.3. Generation of Rayleigh Variates

It is mentioned in Figure 2 shown below the process of yielding of distinct models of random number by using LFSR’s. Let the zero distributed and unit variance and normally
distributed duo of random variable as \((X_1, X_2)\). The constructional design prototype is having a pair of 12-bit LFSR’s to hatch the random variates with uniform distribution, now by using look up table (LUT) calculation and storing the values of \(X_1\) and \(X_2\) can be done. Now the LFSR yield 4096 random numbers. There are 4 RAMs in LUT such a way that each RAM can hold 1024 states (i.e. 1K X 16-bit) for each equation [8].

The value of sigma is the variance \((\sigma^2)\) of the Rayleigh distribution. The non-restoring divider is used to divide the Value of \(X_2\) with the value of lambda \((\lambda)\) to yield the exponential distribution.

The produced values of The Rayleigh distributed output is having magnitude \((r)\) and is transformed to a complex number \((c_i + j c_q)\) with two variates \(c_i\) and \(c_q\) along with zero mean and equal variance. The value of \(r^2\) is nothing but the magnitude of a complex number.

Figure 2. Architecture of distinct random number generators [8]

4. Generation of Nakagami Random Variates from the Reference of Rayleigh Variates

With the reference of an inverse cumulative distribution function and transferring a uniformly-distributed random variate \(u \in (0,1)\), produces a RV having the CDF given by the function \(F^{-1}(u)\) [4]. Similarly a uniform random variable \(u\) can be transformed into a Nakagami-\(m\) random variable \(n_N\) [4].

\[
n_N = F_N^{-1}(u)
\]

(6)

The sequence hatched from the Figure 2 of zero-mean unit-variance with the complex variates \(c = c_i + c_j\) modulus \(rR = \sqrt{c_i^2 + c_j^2}\), here the values of \(c_i\) and \(c_j\) are independent and Rayleigh-distributed. By using the inverse CDF transformation and, a series of Rayleigh random variates can be converted to samples with a uniform distribution.

\[
u = F_R(r_R) = 1 - e^{-\frac{r^2}{2\sigma^2}}
\]

(7)

Here the value of \(F_R(\cdot)\) is nothing but the CDF of Rayleigh RVs and \(\sigma^2\) is the variance of the complex number \(c\). Now the uniform RVs can be converted into correlated Nakagami-\(m\) RVs using Equation (7).

To develop the complex Nakagami-\(m\) fading variates \(x_N\), the real-valued Nakagami-distributed random variables \(x_i\) and \(x_q\) were:

\[
\text{now } x_N = x_i + j x_q
\]

(8)

The necessary thing to yield Nakagami-\(m\) RVs is determining the inverse Nakagami-\(m\) CDF \(F_N^{-1}(u)\).
The compact generator of Nakagami-\(m\) variate generator is presented in the following Figure 3 \[4\].

\[c_0\]

Figure 3. Process of deriving the Nakagami-\(m\) variate from a correlated Rayleigh variate generator \[4\]

While the proximate value of rational polynomial for \(F_{N^{-1}}(u)\) is given as:

\[
F_{N^{-1}}(U) \approx \eta(U) + \frac{\alpha_1(\eta(U)^2 + \alpha_2 \eta(U)^4)}{1 + \beta_1(\eta(U)^2) + \beta_2 \eta(U)^4}
\] (9)

Here,

\[
\eta(U) = \frac{m}{\sqrt{\ln \frac{1}{1-s}}}
\] (10)

In order to miniaturize the approximation error, for a given value of \(m\), the five coefficients \(a_1, a_2, a_3, b_1,\) and \(b_2\) are calculated \[10\]. Form the compact and accurate Nakagami generator, the complex Nakagami variates yielded from Equation 8.

\[
X_X = g(r_R^2) \times (c_i + j \ c_q)
\] (11)

The value of the transfer function is:

\[
g(r_R^2) = \frac{F_{N^{-1}}(1-e^{-\frac{r_R^2}{2s^2}})}{\sqrt{s^2}}
\] (12)

5. Simulated Results

In this section all the results are presented. First the result of 12-bit LFSR is presented i.e. the generation of uniform random variates. Next the results of Nakagami-\(m\) variates along with Rayleigh variates for different values of \('m'\) were presented and then the results of Hardware implementation of Nakagami-\(m\) variate generator along with design summary also were presented in this section.

5.1. Simulation Output of 12-bit LFSR

Figure 4 shows the output of 12-bit LFSR. It also consists the values of seed (initial value of LFSR) along with the LFSR output i.e. uniform random number generators.

Figure 4. Output of 12-bit LFSR (i.e. uniform random number)
5.2. Simulation Outputs of Nakagami-m Variate Generator along with Rayleigh Variate Values

The following Figure 5 shows the generated Nakagami-m variates along with Rayleigh variates for the value of $m = 0.5$.

![Figure 5](image)

Figure 5. Generated Nakagami variates along with Rayleigh variates for $m = 0.5$

The following Figure 6 shows Nakagami variates along with Rayleigh variates for $m = 0.75$.

![Figure 6](image)

Figure 6. Generated Nakagami variates along with Rayleigh variates and uniform random variates for $m = 0.75$

The following Figure 7 shows Nakagami-m variates along with Rayleigh variates for the value of $m = 2$.

![Figure 7](image)

Figure 7. Generated Nakagami variates along with Rayleigh variates and uniform random variates for $m = 2$

The following Figure 8 shows the generated Rayleigh variates along with Rayleigh variates for the value of $m = 3$.
The following Figure 9 shows the Nakagami variates along with Rayleigh variates for $m=4$.

![Figure 8. Generated Nakagami variates along with Rayleigh variates for $m=3$](image)

5.3. Comparison of Results between Software Simulation and Hardware Simulation
In this section the values yielded from the designed Nakagami-$m$ variate generator are compared. The red spot in the graph indicates software simulated values and the blue spot indicates the hardware simulated values. For the value of $m=0.5$.

![Figure 9. Generated Nakagami variates along with Rayleigh variates and uniform random variates for $m=4$](image)

6. Conclusion
After the simulation process, the entire code is synthesized and program file is generated. The generated bit file is programmed into the FPGA SPARTAN 3E board. After programming, the results can be observed on board. As the clock frequency is in order of MHz, we cannot observe the variation on output LEDs of board. For observing hardware results in a GUI, we used Xilinx chip scope tool which captures the hardware results and displays on the
computer screen. For this purpose, ILA and ICON IP cores are added to the code [11-13]. The hardware results showing the Nakagami–m variates are shown in Figure 11.

Figure 11. Hardware (FPGA) Implementation of Nakagami–m variate generator
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