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Abstract

Plagiarism is an act that is considered by the university as a fraud by taking someone ideas or writings without mentioning the references and claimed as his own. Plagiarism detection system is generally implement string matching algorithm in a text document to search for common words between documents. There are some algorithms used for string matching, two of them are Rabin-Karp and Jaro-Winkler Distance algorithms. Rabin-Karp algorithm is one of compatible algorithms to solve the problem of multiple string patterns, while, Jaro-Winkler Distance algorithm has advantages in terms of time. A plagiarism detection application is developed and tested on different types of documents, i.e. doc, docx, pdf and txt. From the experimental results, we obtained that both of these algorithms can be used to perform plagiarism detection of those documents, but in terms of their effectiveness, Rabin-Karp algorithm is much more effective and faster in the process of detecting the document with the size more than 1000 KB.
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1. Introduction

The development of technology over the years has always evolved significantly. The number of internet users growing and had a great influence over science and world views [1]. Google as a search engine provides easiness in searching documents or scientific sources [2]. In this case, the user is facilitated in the search for documents, either as a source of information or in making a reference to scientific papers. It is one of the positive impacts in the advancement of technology. But the more convenience given to users, there are certainly disruptive issues; one of them is plagiarism [3].

Plagiarism is an act of fraud in the form of copying an article without any credit given to the original source [4, 5]. Neville [6] in his book entitled “The Complete Guide to Referencing and Avoiding Plagiarism” defines plagiarism as the action or practice which is considered by the university as a fraud by taking someone ideas or writing without mentioning the references and claimed as his/her own. Therefore, writing a referral or citation and resources is absolute in order for a work is not said to be a plagiarism.

In a document there is a set of strings that are strung together into a single word or sentence. There are many kinds of algorithms that can be used in string matching and each algorithm has their own complexities. By using string matching technique, it can be compared across documents if there is an indication of plagiarism or not.

Similar studies related to this research include a thesis prepared by Kornain, et al. [7], Nugroho [8], and Faranika, et al. [9]. Of these three studies we concluded that Rabin-Karp and Jaro-Winkler Distance algorithms can be used to detect the similarity of documents, such as the detection of plagiarism in documents. According to Wicaksono, et al. [10] to create a plagiarism detection system, it is required a good algorithm for multiple types of string matching patterns. One algorithm that is suitable for the problem of multiple string matching patterns is Rabin-Karp algorithm. The advantage of the Rabin-Karp algorithm compared to other string matching algorithm is the ability to search for multiple string patterns [11].

Jaro-Winkler Distance algorithm is an algorithm that uses a string metric approach, which do a string comparison by put it in certain Mathematical functions. Some algorithms which based on the string metric include the Levenshtein distance, TF/ IDF, Needleman-Wunsch distance, Jaro-Winkler distance, and so on. From all algorithms that have been mentioned,
Jaro-Winkler Distance has good accuracy in a relatively short string matching [12]. According to Kurniawati, et al. [12], this algorithm has a quadratic runtime complexity that is very effective on a short string and can work faster.

Based on other researches that had been done: we have a basic conclusion that Rabin-Karp and Jaro-Winkler Distance algorithms can be used to detect plagiarism. In addition, both of these algorithms have advantages for each other with the same time complexity on the preprocessing phase that is $O(m)$, despite the complexity of search phase are different. It becomes an inspiration in doing this research to compare the performance of both algorithms in text documents plagiarism detection.

2. Research Method

2.1. Plagiarism

Plagiarism is the practice of abuse of intellectual property rights belonging to another person and the work is recognized invalid as a result of personal work [13]. According to Sastroasmoro [14], a classification of plagiarism based on the proportion or percentage of words, sentences, or paragraphs hijacked, is divided into three, i.e. light plagiarism: <30%, middle plagiarism: 30% - 70%, and severe or total plagiarism: >70%. There are many factors that cause the occurrence of plagiarism acts. Empirical studies by Hutton and French in Hartanto [15] suggest that the factors which cause plagiarism are their laziness themselves, because they feel stress, have confidence that the behavior will not be known, and the behavior is not a wrong thing to do nor harmful.

As for the types of plagiarism by Iyer et al. [16], namely:
1. Word-for-word plagiarism, is copying each word directly, without change at all.
2. Plagiarism of authorship, is to recognize the work of others as the work himself.
3. Plagiarism of ideas, is to recognize the results of thoughts or ideas of others.
4. Plagiarism of sources, if one author using quotations from other writers without acknowledgment.

2.2. Algorithm

Algorithm is derived from the name of an Arab Mathematician, Abu Ja'far Muhammad ibn Musa al-Khuwarizmi. Al-Khuwarizmi read by Westerners as Algorism [17]. Gradually the word algorithm is used to refer to the method of calculation (computing) in general, there by losing its original meaning [18].

According Sjukani [19], the algorithm is the flow of thought in completing a job that is put in writing. The first emphasis is the train of thought, so that one’s algorithm can be different from the others’ algorithm. While the second emphasis is written, which means it can be a phrase, an image, or a specific table. So it can be concluded that the algorithm is more of a line of thought to complete a task or a problem than the manufacture of computer programs. With an algorithm, a problem can be solved with logical sequence of steps. The logical steps are a stage of the process which had been known certainly by any measures that have been created [20].

According to Knuth [17], logical steps can be categorized as a good algorithm if it has the following requirements:
1. Finiteness, algorithms must end after doing a number of process steps.
2. Definiteness, every step of the algorithm should be defined properly and not to cause double meaning.
3. Input, an algorithm has zero or more input that is given to the algorithm before it is executed.
4. Output, each algorithm provides one or more of the output.
5. Effectiveness, algorithm steps are done within a "reasonable" time.

A problem can have many algorithms settlement. The algorithm used must not only be true, but it must also be efficient. The efficiency of an algorithm can be measured from the time of the execution of the algorithm and the needs of memory space. A quantity used to describe the model of measurement of time and space is the complexity of the algorithm [21]. According to Goldreich [22] the complexity of algorithm can be measured based on its performance by calculating the execution time of an algorithm. The execution time can be classified into three major groups, namely best-case, average-case, and worst-case.
2.3. String Matching

String matching is a method used to find results of one or more given text pattern. String matching is an important subject matter in Computer Science because the text is the main form of information exchange between human beings, for example in the literature, scientific papers, and web pages. String matching is an algorithm to search all string occurrences by looking for similarities. The principle of string matching is to find all occurrences of short strings called pattern \( P[0 \ldots n-1] \) in a longer string of text called \( T[0 \ldots m-1] \), where \( m \) and \( n \) is the length of the string. The second string is formed of a limited character set called the alphabet, denoted as \( \Sigma \) with size \( \sigma \) [23].

String matching algorithms can be classified into three types according to the direction of the search, i.e. [24],
1. From left to right
   From the direction of the most natural, i.e. left to right, which is the direction to read. Algorithms included in this category are the Brute Force algorithm, Knuth Morris Pratt algorithm, etc.
2. From right to left
   From right to left direction, a direction that usually produces the best results practically. Algorithm included in this category is the Boyer-Moore algorithm.
3. In a specific order
   From a specified direction determined by the algorithm, this direction theoretically produces the best results. One example algorithm in this category is Colossi Crochemore-Perrin.

2.3.1. Rabin-Karp

Rabin-Karp algorithm is a string matching algorithm that using a hash function to compare between the string searched \((m)\) with a substring in a text \((n)\). If both hash values are same, then the comparison will be made once again against the characters. If the results of both are not same, then the substring will be shifted to the right. Shifting is done as many as \((n-m)\). An efficient hash value calculation at the time of the shift will affect the performance of this algorithm [25].

Rabin-Karp algorithm was created by Michael O. Rabin and Richard M. Karp in 1987 that uses a hash function to find a pattern in a text. According to Abdeen and Rawan [26], in principle the Rabin-Karp algorithm computes a hash function to search for a pattern in a given text.

Each \( M \) character, subsequence of the text, will be compared. If the hash values are not the same, the algorithm will compute the hash value for the next subsequence \( M \) characters, and if the hash values are same then the algorithm will perform brute-force comparison between the pattern and \( M \) character subsequence. This way there would be only one comparison per text subsequence and brute-force required only if the hash values match or equal [27].

In general the algorithm characteristics as follows [28],
1. Using a hashing function.
2. The preprocessing phase time complexity is \( O(m) \).
3. The search phase complexity is \( O(nm) \).
4. The time it takes \( O(n + m) \).

The hash function applied to this algorithm should provide at least four properties, namely [29],
1. Capable of performing computation efficiently.
2. Has high string discrimination.
3. The hash function \((y[j+1 \ldots j+m])\) should be easily computed from:

\[
\text{hash} (y[j+1 \ldots j+m]) \\
\text{hash} (y[j+m])
\]

2.3.2. Jaro-Winkler Distance

Jaro-Winkler Distance algorithm is an algorithm for measuring the similarity between two strings and most of this algorithm is used in the field of duplication detection [7]. This algorithm began from Jaro Distance algorithm found by Matthew A. Jaro which later been developed by William E. Winkler and Thibaudeau by modifying the Jaro Distance to give higher
weights to prefix the resemblance. The higher the Jaro-Winkler Distance value for two strings indicates higher similarity of both strings. Normal value is 0 which indicates no similarity and 1 that indicates the existence of exact similarities [12].

The basis of this algorithm has three parts, namely [12],
1. Calculate the length of the string,
2. Find the same number of characters in the two strings,
3. Find the amount of transposition.

In general, Jaro-Winkler Distance algorithm’s characteristics as follows [30],
1. Preprocessing phase time complexity is O(m).
2. Search phase is quadratic O(n^2).
3. Required time complexity is O(m + n^2).

Jaro-Winkler Distance formula is used to calculate the distance \( d_j \) between the two strings \( S1 \) and \( S2 \).

\[
d_j = \frac{1}{3} \times \left( \frac{m}{|S_1|} + \frac{m}{|S_2|} + \frac{m-t}{m} \right)
\]

Where:
- \( m \) is the same number of character
- \( |S_1| \) is the length of String 1
- \( |S_2| \) is the length of String 2
- \( t \) is the amount of Transposition

Jaro-Winkler \((d_w)\) using prefix scale \((p)\) which provides a prefix on a set of strings, with the following formula,

\[
d_w = d_j + \left( 1p(1 - d_j) \right)
\]

Where:
- \( d_j \) is the result of string similarity calculation of \( S_1 \) and \( S_2 \).
- \( l \) is the length of character or same prefix on string prefix before we found the existence of inequality with a maximum of up to four characters.
- \( p \) is a constant scaling factor. The default value for the constant according to Winkler is \( p = 0.1 \).

2.4. System Design

To illustrate the process of the system built, we use the Flowchart diagram. Figure 1 shows the main flowchart in the plagiarism detection system. When the application is started,
the user will be directed to the Home page. After that, the user can specify a choice of several menu, such as About, Credit, and Login. Each option of the menu will display a page that is vary according to the function of the option's menu. To be able to use the system, users must log in first. However, if the user does not have any id to login, the user will be redirected to registering themselves first. After the user can login, the user will be redirected to the Home page with the navigation has changed.

Figure 2 describes the sub processes of the algorithms implemented on the system, i.e. the Rabin-Karp algorithm. This algorithm runs the process of checking the similarity first to seek the same hashing value between the characters. Then return to the checking process by comparing the string on the characters with the same hashing value.

Figure 2. Rabin-Karp Algorithm

The Rabin-Karp algorithm implementation on the system is shown on the below program listing. It was written in PHP language. At the earliest stage, we initialized preparation before the algorithm is executed. The preparations include the retrieval of the contents of the documents in which have been made into text, then the data is purged from the special chars. After that the document will be processed in the form of an array.

```
function RabinKarp($Key, $Text){
    $TextLength = strlen($Text);
    $KeyLength = strlen($Key);
    $tempSplitData = explode(" ", $Text);
    $tempArrayData = array_filter($tempSplitData);
    for($i=0;$i<count($tempSplitData);$i++){
        if(empty($tempArrayData[$i])){}
        else{
            if(Convert($tempArrayData[$i])==Convert($Key)){
                echo "<br/>".$tempArrayData[$i]." = ".Convert($tempArrayData[$i])."<br/> Same with Key <br/>".$Key." = ".Convert($Key)."<br/>
                if(CheckEqual($Key,$tempArrayData[$i])){
                    1
                    $i++;}
                else continue;
            }
        }
    }
}
```
On the Rabin-Karp function, documents stored in an array goes through the Convert() function. On this process, we would look for the hash values. Hash value is found by using primes power. Once the document is completed through the Convert() process, then it will be checked between the array and the hash values. Each hash value and array that has double similarity shall be deemed to be only one similarity.

Figure 3 describes the sub processes of the Jaro-Winkler Distance algorithm. The algorithm runs the checking process by using a string similarity metric approach that is incorporated into a Mathematical function.

![Figure 3. Jaro-Winkler Distance Algorithm](image)

The Jaro-Winkler Distance algorithm implementation on the system is shown on the below program listing, which was written in PHP language. At this stage there are some function like Jaro() and getPrefixLength() functions to be run sequentially to obtain the required values. The first stage to run Jaro-Winkler Distance is to run Jaro-Winkler algorithm first, which demonstrated by Jaro() function. At the final stage, the values obtained from the implementation of Jaro-Winkler algorithm and other processes will be reprocessed simultaneously and produce a final value ($d_w$) of Jaro-Winkler Distance algorithm. The final value will determine the percentage similarity of documents that have been analyzed.

```php
function JaroWinkler($string1, $string2, $PREFIXSCALE=0.1) {
    $JaroDistance = Jaro($string1, $string2);
    $prefixLength = getPrefixLength($string1, $string2);
    $dw = $JaroDistance + ($prefixLength * $PREFIXSCALE * (1.0 - $JaroDistance));
    return $dw;
}
```

3. Results and Analysis

3.1. Implementation Results

Figure 4 shows the user interface of Member page of the system. On this page, three simple steps on how to use this system are given. First, the user could upload the documents to be analyzed to the system. Next, the user could choose which document to be analyzed from a set of documents that had been uploaded on the first step. Lastly, the user could get the comparison results of the chosen documents that had been processed using Rabin-Karp and Jaro-Winkler Distance.

Figure 5 shows the user interface of Results page. On this page, the documents to be analyzed using Rabin-Karp and Jaro-Winkler Distance algorithms are shown in tabular form. On the table, the name of the analyzed document and compared document are shown with the similarity percentage value of each algorithm implemented on the system.
Figure 4. Main Interface of the System

Figure 5. Results Page

Figure 6. Show Highlight Page
The user could see the text comparison results by opening the Show Highlight page. On this page, every similar word will be highlighted with yellow color between the two documents being analyzed. On this page, the information on how many similar words, number of all words found in the document, and the similarity percentage are also given to the user. Figure 6 shows the Show Highlight page of the system.

3.2. Analysis
After the implementation phase of the application had been completed, the next phase of testing is done through samples collected. The sample collection of data is collected randomly from private property and through Google search engine which had been modified. Data modifications made to run a scenario that will be done in testing. Roscoe in Sekaran [31] provides a common reference to determine the sample size of 30 samples data. Scenarios to be implemented, namely comparing data sample documents that are small in size (1 KB - 1000 KB) and large in size (> 1000 KB). It aims to obtain a conclusion regarding the performance comparison between the two algorithms that have been implemented on the application. Testing is done offline using the sample data collected.

From the experimental results, we obtained an average rating for each scenario as follows:

1. In the testing on text documents (.txt) with size <1000 KB, data been tested is 30 documents and we did not find any failure in finding the similarities. The average value of similarity is 52% on 0.118 minutes for Rabin-Karp algorithm and 45% on 0.228 minutes for Jaro-Winkler Distance algorithm.

2. In the testing on .doc or .docx documents with size <1000 KB, data been tested is 30 documents and we found six documents that had failed in finding the similarities using Jaro-Winkler Distance algorithm. So the average value of similarity is 59% on 0.724 minutes for Rabin-Karp algorithm and 42% on 1.156 minutes for Jaro-Winkler Distance algorithm.

3. In the testing on .pdf documents with size <1000 KB, data been tested is 30 documents and we found three documents that had failed in finding the similarities using Jaro-Winkler Distance algorithm. The average value of similarity is 55% on 0.773 minutes for Rabin-Karp algorithm and 45% on 2.044 minutes for Jaro-Winkler Distance algorithm.

4. In the testing on the documents with a size >1000 KB, data been tested is 30 documents and we found eight documents that had failed in finding the similarities with Jaro-Winkler Distance algorithm. The average value of similarity is 45% on 0.790 minutes for Rabin-Karp algorithm and 39% on 1.676 minutes for Jaro-Winkler Distance algorithm.

5. In the testing on different types of documents, data been tested as many as 30 documents and we found five documents that had failed in finding the similarities using Jaro-Winkler Distance algorithm. The average value of similarity is 47% on 0.341 minutes for Rabin-Karp algorithm and 37% on 0.670 minutes for Jaro-Winkler Distance algorithm.

From the exposure before, we obtained a conclusion that the Rabin-Karp Algorithm and Jaro-Winkler Distance managed to perform plagiarism detection of the document. From the scenario that has been designed, the two algorithms had different performance and processing time. In general both algorithms can perform detection although the size of the data being analyzed and compared being the same or different. Not only that, the Rabin-Karp algorithm and Jaro-Winkler Distance algorithm also have managed to perform detection of the document with the different file format.

4. Conclusion
In this research, the Rabin-Karp and Jaro-Winkler Distance algorithms had been successfully implemented on a web-based system. Based on the analysis of experimental results, both algorithms have their respective advantages. But in general it turns that Rabin-Karp algorithm is more effective than the Jaro-Winkler Distance algorithm, because on some trial this algorithm is more likely to get the higher percentage resemblance on the document being tested than Jaro-Winkler Distance. The scenario of Rabin-Karp algorithm has an average value of similarity percentage of 51% and 35% for Jaro-Winkler Distance algorithm. This is because the Jaro-Winkler Distance algorithm only able to examine the similarity of identical or similar documents only. In terms of processing time, Rabin-Karp algorithm has an average of 0.594 minutes while Jaro-Winkler Distance algorithm has an average of 0.992 minutes.
However, for some documents that have a large size, Rabin-Karp algorithm is much faster than Jaro-Winkler Distance algorithm.

It can be concluded that the two algorithms can perform the plagiarism detection of documents, but the performance of Rabin-Karp algorithm is much more effective than Jaro-Winkler Distance algorithm. In terms of processing speed, Rabin-Karp algorithm is faster than Jaro-Winkler Distance algorithm with the lapse of time for all the scenarios is about 0.389 minutes.
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