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ABSTRACT
Recently, OSTBCs has become a widespread technique for signal transmission over wireless channels because of their diversity gain, but there are not designed to achieve an additional coding gain. Hence, OSTBCs must be concatenated with an external code which allows a significant coding gain. FEC (forward error correction) is a technique used for detecting and possibly correcting errors that can occur when messages are transmitted through a digital communication system, also for rendering the information more reliable. Thus, with staffing these coding techniques that are able to reach Shannon limits, in MIMO systems, better performances can be achieved by taking advantages of diversity and coding gains. The objective of this paper is to compare different FEC codes in Rayleigh fading channel and propose an appropriate code for MIMO-OSTBC systems. The simulation results reveal the performance of the proposed model.
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1. INTRODUCTION
In recent decades, and because of the ever increasing demand for efficient and reliable digital transmission, new methods have emerged to meet this massive communications demand under constraints of limited bandwidth and transmit power.

MIMO technology is one of the most important research areas in communications, it uses multiple antennas in transmitter and/or receiver, and it can achieve the high diversity gain through STC and high data rate with spatial multiplexing [1] and also assures high speed transmission with a minimum loss in quality of services. Intense research activity has appeared on MIMO systems and it was inspired by different works of Telatar and Foschini [2].

Space time block codes (STBCs) from orthogonal design are attractive since they achieve the maximum diversity gain and the highest throughput it is an elegant method for transmission using multiple transmit antennas. And these codes have a simple decoding algorithm which is only based on linear processing [3], [4].

Despite its advantages, this coding system does not generally provide coding gain. Unless concatenated with an outer code.

In this context, several studies have been done on the concatenation of FEC and STBC that try to find a good combination with minimum complexity and with high coding gain as with high error correction. In [5] different schemes of concatenated STBC and channel coding as TCM (trellis codes modulation), CC (Convolutional Code), turbo, turbo BCH and Turbo TCM was been analyzed and it showed that TC (turbo
codes) gave the best coding gain with a moderate complexity. In [6] concatenation of STBC and LDPC (low density parity check) was studied and it was shown that this concatenation provide a coding gain of 9 dB at \(10^3\) as compared with uncoded STBC and in [7] new concatenated scheme was developed to perform better performance. As well as in [8], where a novel hybrid space time blocks coding scheme was studied and compared with an uncoded STBC and it proves better performance.

In this paper, we study different FEC concatenated with OSTBC to show the efficient combination. Because of turbo codes performance which approaches the Shannon limit and its stability for long time [9]. And as it is shown in [10] about the efficiency of an outer BCH code in the improvement of turbo code performance, we propose a new concatenation BCH-TURBO code with OSTBC systems where BCH and TURBO are serially concatenated without interleavers between them and then concatenated with OSTBC to improve their capacity and to obtain an additional coding gain. By dint of its constant complexity and its performance in error correction, this scheme can be employed in multitude of applications such as those related to satellites as well as those relating to deep space communications, wireless networks and also mobile communications.

This paper is organized as fellows, in Section II a brief introduction to OSTBC with explanation of encoder and decoder, section III: introduction to some necessary concepts about different coding techniques. Section IV an overview of our model turbo-BCH-OSTBC, the simulation results of different FEC in concatenation with OSTBC in comparison with our proposed model and conclusion are detailed in Section V and VI respectively.

2. THE COMPREHENSIVE THEORETICAL BASIS

2.1. OSTBC System

In wireless multipath environment, severe attenuations prevent the receiver to determine the transmitted signal, unless some less attenuated replicas of the transmitted signal is provided to receiver when the receiver is equipped with some form of diversity [4]. However, at the station, we must combine the received symbols of the different propagation paths. Which implies more complexity, in a way to motivates and consider transmit diversity with an optimal scheme appealing in term of simplicity and performance discovered by Alamouti [3], called STB codes and it motivates search for similar scheme using more than 2 transmit antennas.

Tarokh, Jafarkhani and Calderbank apply the theory of orthogonal design to generalize Alamouti’s STBC for more than 2 antennas and create OSTBC with a very simple Maximum-Likely-hood decoding and that have full diversity \((N_t \times N_r)\) [11].

2.1.1. OSTBC Encoding Algorithm

We consider a wireless communication system with \(N\) antennas in transmitter and \(M\) antennas in receiver sides. In a space time block coding scheme, the signal are encoded in a transmission matrix \(G\) with order \(t \times N\) [11].

Where the entries of the matrix are linear combinations of variables \(x_1, x_2, \ldots, x_k\), and their conjugates.

\[
G_2 = \begin{pmatrix} x_1 & x_2 \\ -x_2' & x_1' \end{pmatrix}
\]  

The space time block code \(G_2\) uses the transmission matrix in (1). Let us consider that we have \(2^b\) signals in the constellation. \(2^b\) bits arrive at the encoder and select two complex symbols \(s_1, s_2\) and they are transmitted from the first and the second antenna respectively, at the first time slot [11].

2.1.2. OSTBC Decoding Algorithm

At time \(t\) the signal \(r_t^j\), received at antenna \(j\), is given by

\[
r_t^j = \sum_{i=1}^{n} a_{ij} C_{t}^j + \eta_t^j
\]  

The \(\eta_t^j\) are independent samples of a zero-mean complex Gaussian random variable with variance \(n/(2SNR)\) per complex dimension. And \(C_{t}^j\) are coded signals.

The maximum likelihood detector minimizes the decision metric over all possible values of signals \(s_1\) and \(s_2\).

\[
\sum_{j=1}^{n} (|r_t^j - \alpha_{1,j}s_1 - \alpha_{2,j}s_2|^2 + |r_t^j + \alpha_{1,j}s_2 - \alpha_{2,j}s_1|^2)
\]  
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After minimization of $s_1$ and $s_2$, the resulted values are the estimates of them.

After expanding and deleting the independent terms of the code words of the Equation (3) and decomposition of the result equation in two parts one of them is a function of $s_1$ and the other is function of $s_2$. [3] [11].

The detection of $s_1$ amounts to minimize the decision metric:

$$
\left| \Sigma_{j=1}^{m} \left( r_1^j a_{i,j}^* + (r_2^j)^* a_{2,j}^* \right) \right|^2 + \left( -1 + \Sigma_{j=1}^{m} \Sigma_{i=1}^{2} |a_{i,j}|^2 \right) |s_1|^2
$$

(4)

And the minimization of:

$$
\left| \Sigma_{j=1}^{m} \left( r_1^j a_{2,j}^* - (r_2^j)^* a_{1,j}^* \right) \right|^2 + \left( -1 + \Sigma_{j=1}^{m} \Sigma_{i=1}^{2} |a_{i,j}|^2 \right) |s_2|^2
$$

(5)

for the decoding of $s_2$. This is the simple decoding scheme described in [11], and there is no performance sacrifice for using it.

2.2. Concatenated OSTBC with Channel Coding Techniques

OSTBC provide important diversity advantages at a low decoding complexity. However, they were not designed to achieve additional coding gain, unless concatenated with an outer code.

On the other hand, powerful coding channel is essential to fight against the effects of fading, interference and noise to obtain sufficient quality of reception. The first idea of concatenated code was conceived by Forney [12] to find a code that has decrease error probability with increasing of block length the block diagram of this system is presented in Figure 1.

Convolutional coding and block coding are the two major forms of channel coding. Convolutional codes operate on serial data, which means one or a few bits at a time. The Block codes operate on relatively large message blocks. There are a variety of useful convolutional and block codes, and also a variety of algorithms for decoding the received coded information sequences to recover the original data. The investigated channel codes in this paper are CC, RS, BCH, TCM and turbo code.
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Figure 1. concatenated STBC with FEC in MIMO system

2.2.1. Convolutional Code

One of the first practical FEC codes was the convolutional codes that were discovered by Elias in 1955. It is a special case of error control coding, it is not memory less. In addition, the convolutional coder accepts a fixed number of message symbols and produces a fixed number of code symbols, its computations depend not only on the current set of input symbols but on some of the previous input symbols too.

Convolutional codes are commonly specified by three parameters $(n,k,m)$ [14]:

- $n=$number of input bits
- $k=$number of output bits
- $m=$number of registers
And can be specified by an additional parameter $L$ (constraint length) $L=k(m-1)$. The Figure 2 shows an example of convolutional encoder with one input, two outputs, and two shift registers.

Each input bit is coded into $m$ output bits, the $m$ output bits are produced by $m$ modulo-$L$ adders by adding up certain bits in the memory registers. The selection of which bits that are going to be added to produce the output bits is called “the generator polynomial (g)” for that output bit, and the output bytes are just the sum of these bits. The polynomial gives the code its unique error protection quality.

The decoding algorithm for the convolutional code is called Viterbi algorithm, it was created by Viterbi in 1967 [15]. Another decoding algorithm was also created by Bahl and al. called MAP algorithm [16] that outperform the VA in BER terms.

In [17], [18] and [19] the concatenation of STBC with convolutional code was studied and as conclusion they prove that STBC combined with convolution code can improve the transmission efficiency with a modified Viterbi algorithm.

2.2.2. BCH

Block coding is a special case of error-control coding. Block-coding techniques map a fixed number of message symbols to a fixed number of code symbols. A block coder treats each block of data independently and it is a memory less.

BCH codes were discovered independently by Bose and Ray-Chaudhuri [20] and by Hocquenghem[21] in the late 1950s.

BCH codes are characterized by the following parameters for any positive integer’s $m$ where $m \geq 3$ and $t$ where $t < 2^m-1$ there exist a binary BCH code where

- Block Length: $n=2^m-1$
- Number of Parity-Check digits: $r=n-k \leq mt$
- Minimum distance: $d_{\text{min}} \geq 2t+1$.

The Alphabet of a BCH code for $n=2^m-1$ is represented as the set of elements of an appropriate Galois field, GF ($2^m$) where primitive element is $\alpha$ [22]. For decoding BCH encoded signals, BCH decoder uses Berlekamp Algorithm [23]. The effect of BCH in some systems has been examined in several works. In [24], the implementation of BCH in STBC system is studied. It is also demonstrated in [25] that BCH Code improves the BER performance in a hybrid multiple access scheme.

2.2.3. Reed Solomon

The RS code can be considered as a non-binary BCH code, RS are BCH codes where values of the code coefficients are taken from Galois Field (GF) ($2^m$).

With the addition of $t$ check symbols to the data, detection of any combination of up to $t$ erroneous symbols and correction up to $\lfloor t/2 \rfloor$ symbols can be made by RS codes. These codes differentiate from a Hamming code in the fact that it encodes groups of bits rather than encoding one bit at a time [26].

On the same point, the RS codes are very efficient and best way to correct several errors in a short time and have a wide range of applications in digital communication.

An RS-code is specified as $RS (n, k, t)$ with $l$ bit symbols. This means that the encoder takes $k$ data symbols of $l$ bits each and adds $2t$ parity symbols to construct an $n$-symbol codeword.

Therefore: $n$ is the number of bytes after encoding; $k$ is the number of data bytes before encoding, and $t$ is the number of data bytes that can be corrected. Then RS-code can correct up to $t$ symbols, where $t$ can be expressed as $t = (n-k)/2$.

After the RS encoding process, data bits are further encoded by the STBC encoder. It uses Berlekamp-Massey algorithm for decoding.

In [27] the concatenation of RS code and STBC has been analyzed, and it gave a conclusion that this combination has an effect in improvement of channel reliability. In [28], also this combination was analyzed and compared with cc-STBC in WIMAX system.
2.2.4. TCM

The TCM scheme proposed by Ungerboeck in his original paper in IEEE (1982). The functions of a TCM consist of a Trellis Code and a Constellation Mapper as shown below in Figure 3.

TCM is a convolutional coding. Where not all incoming bits are coded and only 1 extra bit is always added. The increasing of the constellation size reduces Euclidean distances between the constellation points, but otherwise, sequence coding offers a coding gain that overcomes the power disadvantage of going to the higher constellation. The decoding metric is the Euclidean distance and not the Hamming distance. TCM uses set-partitioning and small number of states [29].

The TCM decoder uses soft-decision decoding to find the path with minimum (squared) Euclidean distance through the trellis. This makes the trellis code design trying to maximize the Euclidean distance among the code words, and the set partitioning let the most significant message bit(s) have a larger Euclidean distance from its complement so that there are less likely errors in the uncoded message bits than in the coded bit(s) [29].

Several concatenation have been done to improve the channel performance and to find suitable coding scheme for STBC in MIMO systems as shown in [30], [31].

2.2.5. Turbo Code

The turbo code was invented by Berrou in 1993 [9], that code consists of two or more convolutional code connected in parallel with pseudo random interleavers.

As in Figure 4, the turbo code (with block length K) is composed of two Recursive Systematic Convolutional codes, where the information bits are fed to the first RSC and after being interleaved are passed through the second constituent encoder. The resulting codeword consists of the systematic bits, k(i), and two parity check streams, r1(i), r2(i), i = 1, 2, . . . , K.

Figure 3. TCM Code [29]

Figure 4. Basic Structure of the Turbo Encoder [30]
For the turbo decoder as it is shown below in Figure 5, it consists of two concatenated decoders, each one provides a soft output of the transmitted bits by using the received data and the information provided through the other decoder, this soft output is APP [16].

The extrinsic information produced by the other constituent decoder is used to evaluate the APP at each iteration. The decoder use two efficient algorithm BCJR presented in [16] and the suboptimal decoder presented in [9].

Several concatenation of turbo code with STBC was studied and it proves that this scheme provide a good performance improvement in term of BER as shown in [33].

Figure 6 shows a simulation result of OSTBC turbo codes with various numbers of iterations, it can be observed that using turbo code only can produce a good performance. it needs only 10 db of EbN0 to achieve less than 10^{-5} BER with iterations and it can be decreased even much more by increasing number of iteration, but the large increase here will introduce delay time which make such system unsuitable for real time applications.

Figure 5. Basic Structure of an Iterative Turbo Decoder [32]

3. OVERVIEW ON BCH-TURBO-OSTBC

Turbo codes dominate the research in error control coding together with low-density parity-check codes, due to their remarkable performances. Some research have been done to compare between LDPC and Turbo code in terms of performance, capacity and complexity [32], and It was concluded that the turbo code has better performance in moderate code rate.

Several concatenation schemes that combines OSTBC with turbo code have been proposed to improve bit error rate performance of an OSTBC receiver as we showed earlier [34].

Since It was verified In [10] and [35] that an outer BCH code have an effectiveness in improving the performance of a turbo code it is effective in lowering the error floor by correcting the residual errors, but it can also be used to alleviate other undesired effects of the iterative APP decoder. At the same time it improves the BER. We will study the concatenation of this scheme (BCH-TURBO) in concatenation with OSTBC in Rayleigh fading channel.

In this coding scheme, the outer encoder is BCH encoder and Inner Encoder is TURBO encoder. That is one block of data is first encoded by outer BCH encoder, and then encoded BCH code words are encoded by the inner TURBO encoder. After TURBO encoding the message packets of length k, code words of length K are generated. These TURBO code words are OSTBC encoded using the matrix G and fed to the N transmitting antennas, as shown in Figure 7. The channels are assumed to be flat and the path gains from transmit antenna n to receive antenna m are defined as \(a_{n,m}\).

At the receiver side the OSTBC decoder use metrics as shown in Equations (4) and (5) to decode and detect symbols, these values are further processed at a TURBO decoder and BCH decoder successively.

The length of code word for BCH code is n=15, while the message k=5 only so the code rate is 0.33. And the TURBO code accept block length of 1500 with 8-states rate 1/2 convolutional component codes.
4. RESULTS AND DISCUSSION

In this section, simulations are performed to show the BER performance of following schemes, the results are evaluated for 2x1 MIMO system with 16-rectangular QAM modulation:

1. First the performance of different FEC in AWGN channel
2. OSTBC concatenated with different FEC (BCH, RS, CC, TCM, TURBO code) over Rayleigh fading channel.
3. Comparison of OSTBC, OSTBC-Turbo and OSTBC- BCH-TURBO over Rayleigh fading channel. And finally the Performance of OSTBC-Turbo-BCH with and without two interleavers.

Parameters of different channel encoders used in simulations are summarized in Table 1.

<table>
<thead>
<tr>
<th>Code</th>
<th>Encoder parameters</th>
<th>Decoder parameters</th>
</tr>
</thead>
<tbody>
<tr>
<td>TURBO</td>
<td>8 state, rate 1/2 convolutional component codes</td>
<td>APP algorithm With 4 iterations</td>
</tr>
<tr>
<td>CC</td>
<td>8 states Rate 1/2</td>
<td>Viterbi algorithm</td>
</tr>
<tr>
<td>BCH</td>
<td>codeword length=15/ Message length=5</td>
<td>Berlekamp Algorithm</td>
</tr>
<tr>
<td>REED SOLOMON</td>
<td>codeword length=7/ Message length=3</td>
<td>Berlekamp-Massey decoding</td>
</tr>
<tr>
<td>TCM</td>
<td>16 rectangular QAM 4 state trellis</td>
<td>Viterbi algorithm</td>
</tr>
</tbody>
</table>

a. Performance Of Different FEC In AWGN Channel

Figure 8 shows the performance of different FEC in AWGN channel, the TURBO code and TCM are very efficient in AWGN. They provide more than 4 dB coding gain at $10^{-6}$ over others codes.
b. OSTBC concatenated with different FEC (BCH, RS, CC, TCM, TURBO code).

Performance of OSTBC is improved due to the use of a powerful FEC. Results for TURBO or TCM show better performance than OSTBC only or OSTBC with CC, BCH, and RS. TURBO-OSTBC provides 12 dB at BER $\sim 10^{-5}$ over uncoded OSTBC and 8 dB over OSTBC-TCM, as show in Figure 9.
c. Comparison between OSTBC, OSTBC-Turbo and OSTBC-BCH-TURBO

Figure 10 shows that we can obtain an improvement of 5 dB at $10^{-6}$ when using BCH-TURBO in comparison with TURBO only. And in comparison with other concatenation of STBC and other coding schemes we can see that in [36] the BER is equal to $10^{-4}$ for 17 dB for 2x1 MIMO channel. Otherwise in our system we can obtain BER of $10^{-4}$ for EbN0 of 5dB. In other contribution [6] they can obtain 9 dB improvement at $2*10^{-4}$ BER with LDPC concatenated with STBC.
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**Figure 8. Simulation of Different FEC without OSTBC in AWGN Channel**

![Figure 9](image2.png)

**Figure 9. Concatenated OSTBC with Different FEC in Rayleigh Fading Channel**

![Figure 10](image3.png)

**Figure 10. Performance Comparison of OSTBC with BCH-TURBO or without it**
d. Performance of OSTBC-Turbo-BCH with and without different interleavers.

Figure 11 shows the performance of BCH-TURBO system with and without interleaver, the BCH-TURBO with block interleaver and matrix interleaver provide just 1 dB at $10^{-6}$ at the cost of introducing additional time-delay, memory space requirements, and system complexity. So we can relinquish its use in our system.

![Figure 11. BCH-TURBO with OSTBC with Different Interleaver](image)

5. CONCLUSION

In this paper, we have tried to give a clear outline of the effect of using a serially concatenated BCH-TURBO code with OSTBC in multiple antennas on BER performance of wireless communication systems.

The effectiveness of an outer BCH code in improving the performance of a turbo code was verified by simulation. According to the simulated results obtained for BCH only and TURBO only codes, we observe as a conclusion that for BCH coding system to achieve BER of $10^{-5}$ the $E_b/N_0$ should be maximum, it means that the signal strength should be very high.

When we observe TURBO codes to achieve BER of $10^{-6}$ the $E_b/N_0$ should be over 10 dB with 50 iterations, for this, to achieve better BER we need to increase the number of iterations at the decoding stage as we see from the Figure 6. Increasing of the number of iterations will increase execution time. Thus, to remedy this disadvantage we need to propose a coding scheme which can show zero BER under low $E_b/N_0$. Concatenation of BCH and TURBO in OSTBC system is proposed and the results ($10^{-6}$ at 6 dB with only 4 iterations) of this coding scheme prove that such a framework is effective channel code to achieve low BER that is appropriate for a high quality wireless communications, because, the overall system provides, with simple addition to the standard turbo in OSTBC system, a significant improvement in BER performance with a small increasing in complexity of decoding.

In the next step, we will simulate our system with more than 2 antennas and we will realize the software and physical prototyping of our system.
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